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Foreword

The rise and rise of the Internet and the digital economy that it enabled had a
profound and as yet not fully mapped out impact on our understanding of law and
the limits of regulation. Its borderless nature (seemingly) undermined the central
regulatory role that the nation-state had since early modernity. The disintermedia-
tion that it facilitated subverted existing hierarchies and disrupted well-established
business models. We see this tension when the EU tries to subject Google to its data
protection regime, when Uber and the sharing economy get into conflict with
regulation aimed at traditional services or when peer-to peer file servers call into
question the business model of the film industry, especially the practice to release
films for specific geographic areas at a time. Information technology did, however,
not only create novel legal problems; it also created novel ways of finding out about
them. Historically, the World Wide Web was conceived as a communication tool
between research institutions worldwide, and without any doubt cross-border,
collaborative research benefited greatly from the sharing of data and ideas that
the new technology facilitated. Academic knowledge production changed dramat-
ically as a consequence. The ethos of the academy had always been one of
disinterested search for the truth. The open sharing of results and ideas, the
cooperation across national borders in pursuit of universal truths and allegiance to
one’s discipline rather than country, creed or race come naturally to such a world
view. The new technology proved an ideal environment for such an ethos to
flourish, often to the dismay of national governments which did not appreciate
their researchers sharing such sensitive knowledge as, e.g., optimal encryption
methods with the entire globe. While the eventual pushback was significant, it
cannot be doubted that the mode of academic knowledge production changes
dramatically through the WWW, making research more open, less parochial and
more truly international.

If the Internet thus poses challenges to the international legal order that
transcend the capacity of nation-states to regulate them, and if in turn research
communities have formed through international collaboration that address the
international nature of these problems by forming globally distributed research
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vi Foreword

networks, where then is the place for collections such as the present book, which
brings together research and researchers from a specific geographical region?
Surely, the legal and technological problems that Estonia faces through the global
information revolution cannot be substantially different from those encountered in
the US, the UK, China or India? Surely, the geolocation of an academic is much less
relevant than the issues s/he studies? In short, is there still a place for books like this
that organise around a shared tradition, research culture and national experience
rather than, thematically, around topics and questions? Anyone reading through this
collection will answer this question with an emphatic yes. It is a display of a rich
and varied research culture, substantially connected and interlinked with interna-
tional debates and informed by international research efforts, sure, but it is also
responsive to the particular intellectual traditions and local problems, ideas and
solutions of Estonia.

The importance of these distinctive, local research cultures is difficult to
overestimate. Technological monocultures are a main reason behind the vulnera-
bility of the Internet to crime and attacks. When almost everyone is using a
Windows machine, a virus that attacks this operating system has devastating effect.
Similarly, when everybody, everywhere, thinks like Silicon Valley, every flaw in
the model, any angle of attack, is multiplied in its effects. Legal systems and legal
cultures, as Pierre Legrande observed in the context of the debate on European legal
integration, are breeding grounds and test beds for new solutions, regulatory
experiments and problem-solving strategies. If they are replaced by (legal, intel-
lectual) monocultures, the diversity, and with that the robustness of the system
against attacks, suffers. Only if we maintain the ability to develop and test new
ideas in a competitive and diversified environment can we hope to find the answers
to the pressing challenges of tomorrow.

In this collection, we can find excellent examples of the dialectic between global
problems and discourses and local, specific and particularistic solutions. The paper
by Sandra Sérav and Tanel Kerikmée on E-Residency and the Digital Identity Card
is an example in point. Estonia is not only a country with an excellent IT infra-
structure, where successive governments have pursued aggressively and success-
fully an agenda of digital growth; it also came up with a unique solution to open up
this infrastructure to the world. From this, a new concept was born, the Estonian
digital identity or an e-residency that grants its holder a number of rights and
privileges unknown, in this form, anywhere else in the world. The intended result
will be a massive migration of electronic services to Estonia, where people from all
over the globe will be able to store, access and process their documents. At a time
when concerns over large-scale migration in the physical world hits the news
headlines in Europe once again, e-migration, if the pun is excused, is a novel and
radical approach to share local infrastructure globally and to put counties that are
geographically at the periphery of Europe at the very centre of its digital agenda.
While there is much to be applauded and to learn form this novel approach to grant
access to non-citizens to government-funded IT infrastructures, Sédrav and
Kerikmée’s paper is far from self-congratulatory. Rather, it reminds the reader of
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Foreword vii

the various ways Estonia is integrated into an international legal regime, in partic-
ular EU data protection law, and how despite the technological soundness of the
approach there remain serious legal concerns if this solution as implemented is
compliant with these international legal obligations. Lehte Roots and Costica
Dumbrava, in their contribution on e-citizenship opportunities in the changing
technological environment, take up this theme in their analysis of the changing
nature of citizenship and belonging in a digital world. In their analysis, the Estonian
e-residency approach can serve as a blueprint for a much more ambitious endeav-
our, the creation of a European e-citizenship and with that a European e-demos. As
a Scot by adoption, I have to mention at this place that Scotland’s revolutionary
e-petition already now allows all EU citizens (and indeed everybody in the world,
including the considerable Scottish diaspora) to become active participants in our
political process, by forcing, potentially, Parliament into a discussion. Develop-
ments like this in Scotland or the ones described by Roots and Dumbrava for
Estonia show once again how small countries at the geographic fringes of Europe
can build on their history of geo-migration to lead the way in defining a new form of
European identity, where physical distance becomes irrelevant.

Another contribution that expresses particularly well the importance of the local
in a time of global threats is the contribution by Norta, Nyman-Metcalf, Othman
and Rull that investigates the role of software agents as a tool against Internet
scams. We may all have been at one time or the other at the receiving end of a social
engineering attack—the sudden and unexpected death of an African dictator who
left billions of pounds behind for us to collect, the corrupt bank official who
promises a share in the riches of a deceased client with similar name as us or the
damsel in distress who needs quick financial support in exchange for undying
gratitude are just a few of the cardboard characters that flood our email inboxes
or approach us on social networking sites. Can we outsource the handling of this
modern-day scourge to computer programs that handle the nuisance on our behalf?
The paper shows that these attacks, designed to hit thousands of targets worldwide,
are particularly susceptive to a bit of “local knowledge”—for everyone who
understands local customs, habits, way of speaking and doing things, they raise
immediately warning flags. Because they are premised on a “one size fits it all”
approach, they cannot respond well to specific forms of common knowledge or
socially shared expectations. The paper gives a fascinating account of how such
local knowledge, for instance about typical dating cycles, could be rendered
computational to allow software agents to identify and protect against these scams.

The other papers contribute to the rich tapestry of IT law research in Estonia,
with often surprising new solutions to problems that capture at the moment world-
wide attention. Sepp, Vedeshin and Dutt tackle the thorny issue of IP protection in
the age of 3D printing, developing a new solution, secure streaming, that bypasses
through technological means the intricate legal issues that the new technology
raises while preventing stifling overregulation and overprotection. They do not
make an explicit connection to the paper by Sédrav and Kerikmée, but we can
wonder if between the two a new type of business model could evolve—3D printer
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viii Foreword

farms, located in countries that benefit from a strong IT infrastructure and flexible
IT regulation, could become the places where designs from all over the world are
printed out and assembled into shippable objects.

How would the German designer of a 3D pattern pay for having it printed, on the
request of his Australian customer, in Estonia? Ideally, in a closed system, with a
cryptocurrency using a “smart” or “self-fulfilling” contract, thus creating a fully
digital value chain. Kdlvart, Poola and Rull in their paper give an overview of the
challenges to contract law that self-fulfilling or “smart” contracts pose. Self-
fulfilling contracts have recently taken centre stage in the discussion on the Al
and law interface, though one could argue that some of the conceptual issues that
they raise are as old as the classical vending machine, which would “execute” the
contract of buying a bottle of Coke by measuring the weight of the coin and, if
appropriate, through a mechanical contraption release the bottle without human
interference. More recently, this idea gained renewed interest through the success
of using automated agents in contract formation and online auctions. At the same
time, digital rights management can also be seen as an early digital form of smart
contracting, where the rights transferred through the copyright licence are “self-
enforcing” But it was only with the emergence of blockchain technology and
cryptocurrencies that all aspects of a contract could become “self-fulfilling”.
Where in the past humans were still needed to act on the required payment, we
can now think of a transaction where all constituent parts are automated, automatic
and digital: my CD player profiling my preferences, on that basis buying a music
file from another machine, downloading the use rights of the cloud-based file and at
the same time transferring the right amount of bitcoin to the seller. The blockchain
technology that could one day soon enable these automated contract execution
together with digital payment are discussed in the paper by Kiinnapas. He charters
the new legal territory that we need to conquer and the radical challenges to contract
law that this new technology poses. Comparing Estonian and UK responses to
bitcoin, he reminds us also of the often overlooked issues in the debate, most
importantly tax law. The ICT infrastructure that enables all this, after all, is also
(partly) financed by our taxes, and global digital markets are particularly prone to
separate the beneficiary from such an investment from the taxation that enabled
it. The topic of smart contracts, arguably one of the most fascinating developments
in recent years, is taken up; a final paper by Solarte-Vasquez, Jirv and Nyman-
Metcalf analyses the usability factors in smart contracting. As with many other
papers in this collection, it shows the benefits of sustained and systematic cross-
disciplinary research, collaboration between computer science and law. Their
contribution centres around the “Proactive Law Movement”, a way to think about
the relation between law and technology that has in recent decades gained consid-
erable traction, particularly in northern European countries. While law is often
(mis)perceived as the “spoilsport at the party”, the incessant raiser of objections,
concerns and warnings that get in the way of exciting and beneficial new technol-
ogies, proactive law considers law as a beneficial and indeed creative force that
increases value and opportunities for companies, individuals and wider societies.
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Solarte-Vasquez, Jarv and Nyman-Metcalf show how proactive law and transac-
tional design can come together to assist technology-supported smart contracting
and finish their analysis with a glimpse on a potential role for visualisation
techniques, an avenue pursued, inter alia, by the multisensory law paradigm.

The blockchain technology and the inherent transparency that it brings should
facilitate also issues of evidence and proof if a contract fails, or in the case of fraud.
Yet for the time being at least, difficult issues of electronic evidence mean that the
best substantive laws for the online world will be insufficient unless enforcement
catches up. This in turn shifts out attention to the issue of evidence and proof, all to
often the poor relation in the discussion on IT law and Internet regulation. Agnes
Kasper and Eneli Laurits in their chapter give a broad overview of the various
challenges that collecting on digital evidence still faces. They highlight in particular
one of the perennial problems of all Internet law—how a private, commercial
environment that is nonetheless based on a public infrastructure, and perceived
by its inhabitants as a public space, can navigate the tension between private and
public laws. This tension is normally discussed for substantive law issues: how can
we regulate freedom of speech online when, from the perspective of the citizen,
posting on a forum is an activity in a “public space” government by the constitution
and its civil rights guarantees, yet from the perspective of the law it will be more
often than not a private, commercial place governed by contract law, a shopping
mall rather than Speaker’s corner? Kasper and Laurits raise this issue in the context
of the law of evidence and procedure. In the offline world, we give the police
special powers to collect, curate and control physical pieces of evidence. In the
online world by contrast, we (inadvertently, necessarily) give similar rights to
system administrators and other private parties. What does this mean for the
different forms of procedure, criminal, civil and administrative, and are existing
legal frameworks that regulate the collection, analysis and admissibility of evidence
that rely on a strict police/private dichotomy suitable for the Internet? While Kasper
and Laurits give an overview of the issues that digital evidence and proof generate
for the law, the contribution by Kristi Joamets focuses on one specific area, the
question of digital marriages and divorces. Getting married or getting divorced are
administrative actions that in the state of the twenty-first century, citizens expect
increasingly to be supported, if not replaced, by online functionality. In 2007, there
were predictions that two per cent of all marriages in the US would be conducted in
virtual worlds by 2015, and while reality fell well short of this prediction, the
concept of virtual marriage took hold. Less adventurous, even traditional marriages
officiated by civil servants in brick-and-mortar registry offices increasingly rely on
digital licences and certificates. This raises issues about data quality, security and
robustness against fraud.

Throughout this introduction, we have seen the extraordinary range of topics that
are addressed in this collection, from electronic evidence and the law of civil and
criminal procedure to contract law, criminal law, tax law and intellectual property
law. We have also seen how each of them is located in the intersection between
different discourses, negotiating the tension between the global and the local,

addi.rull@ttu.ee
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international and national, the technological and the legal. It is from these creative
tensions that genuinely new solutions and approaches emerge. The papers give an
account of the richness and interconnectedness of contemporary debates on cyber
governance and technology regulation, and in a microcosm of a national research
tradition also of the diversity of voices that need to be heard to find sustainable
regulatory solutions for our digital future.

Burkhard Schafer

Professor of Computational Legal Theory
University of Edinburgh

Old College, South Bridge

Edinburgh, UK

Director, SCRIPT Centre for IT and IP Law
School of Law, University of Edinburgh
Old College, South Bridge

Edinburgh, UK
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Theorising on Digital Legal (Outer)Space

Tanel Kerikmie and Addi Rull

Computers are unreliable, but humans are even more
unreliable. Any system which depends on human reliability is
unreliable.

Abstract Although we tend to agree that innovation makes us smarter, happier and
more skilful, securing the process of developing and exploiting technology remains
an essential issue. The authors analyse somewhat controversial developments
through the viewpoint of legal theorists to find out how to balance the rule of law
with the rapidly growing world of tech. What are the guiding principles that have to
be followed in the context of unpredictable and socially untested advancements?
What are the constitutional dogmas and doctrines that cannot be damaged when
adopting the new inventions? Kerikmée and Rull are convinced that creating a legal
principle cannot be rooted in a specific technological advancement and the new
technology is not assumed to change the common values. Customer’s rights and
“dehumanisation” perspectives are discussed in the light of “surveillance state” and
“service state” policies. The chapter gives conceptual overview of the contributions
in the book and concludes with the statement that “user-centricity” and the common
values should be prioritised as once when space law suddenly emerged.

1 Who Determines the Principles of eRegulation?

New technologies are making us all smarter—thus, should we worry about com-
bining the existing values to all-embracing dominance of tech? Despite of
the prediction of one of the leading priests of technological singularity,
Kurzweil, namely that “by 2045, we will multiply our intelligence a billion
fold by linking wirelessly from our neocortex to a synthetic neocortex in the

! Myrphy/anonymous author at: http://www.murphys-laws.com/murphy/murphy-technology.html.
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2 T. Kerikmée and A. Rull

cloud”,2 the questions related to reaching this nirvana status for mankind,
i.e. securing the process of developing and exploiting technological hype, remain.
These questions are mainly related to the question of citizens to become e-citizens
(willingness), digital divide, clashes between stakeholders in the market and polit-
ical arena and—the most intriguing—who decides what is wrong and what is right,
i.e. what is legal and why.

In the previous book, “Regulating eTechnologies in the European Union”,’
edited by one of the authors and published last year (2014), the researchers had to
admit that various EU agendas and initiatives are still shadowing the unshaped legal
framework, proposed methodological approach for better regulation and
emphasised the key element in this process—electronic identity for all stake-
holders* that should rely on legally binding principles.

We may try to find hints from philosophers who have been worried of the nature of
law in the context of changing society. However, it might even confuse Hobbs what
kind of “new social contract” or “new deal” would be preferred by ePersonalities.
The beautiful idea of having a legal system where a regulation is supported and
screened by principles needs renaissance in the context of presumed unbalance
between law and tech. Before discussing the institutional source of the principles,
i.e. pouvoir constitué, the collisions behind “right and best” doctrines may arise.
Thus, the ultimate distinction between policy and law as suggested by Kelsen in his
Reine Rechtslehre is not possible anymore as technology develops so much faster
than legislator can ever admit and Bentham’s utilitarianism should be revisited.

The current collection of articles is Europe oriented and seeks the premature
answer to the question: how should the EU legislator represent the interests of EU
(e)citizen when regulating e-technologies, assuming that Steve Saxby might be
right when saying that “we are in the middle of a global identity crisis”?°

As Semmelmann stresses, “different legal principles import different sorts of
content into the EU legal system”.® The author refers to different driving forces,
prioritising
(a) rule of law (proportionality and legitimate expectation);

(b) governance (subsidiarity);
(c) fundamental rights (equality, dignity, privacy);
(d) economic policy (free competition).

The most relevant general approach is the rule of law. But what if we have to
reconsider even the borders of our current understandings? A good colleague from
Folke Bernadotte Academy (FBA) working group, prof. Krygier, suggests that—

2Ray Kurzweil’s Mind-Boggling Predictions for the Next 25 Years, available at http://
singularityhub.com/2015/01/26/ray-kurzweils-mind-boggling-predictions-for-the-next-25-years/
(accessed 15.09.2015).

3 Kerikmie (2014).

“Kerikmie and Dutt (2014), pp- 28-29.
> Steve (2013).

¢ Simmelmann (2014), p. 321.
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before putting the bridle for lawmakers—we should discuss “what we might want
the rule of law for”.” The editors of the current book believe that “the EU’s legal
framework has been based on economic rationalities rather that were only gradually
and selectively replaced by a fully-fledged constitutional approach”.® It is true that
the principles as such, frequently politically highlighted, are mostly not systemat-
ically positioned in the EU legal space. Often derived from the so-called primary
treaty law and then specified by the CJEU, we may only assume the teleological
nature of this process of interpretation—taking account also certain contradictions
when mapping the development in case law.

However, the legitimacy of principles in the field of law and technology is
something desirable when looking forward to strengthen the legal culture that
may face unexpected technological challenges without fear of losing its normative
character. Martin, explaining the scholarship of philosopher Raz, emphasises that
for legitimacy, the rules (being in the form of norm or principle) must “be
identifiable in a content-independent way”.” It means that the reason for
interpreting or creating a legal principle cannot be rooted from a specific techno-
logical advancement but should embrace various aspects described above. Totally
new and distinct principles, even if they meet new challenges in e-technologies,
cannot be justified as the new technology is not assumed to change the common
values but should rather be seen as a tool for applying these values. Legitimacy is
secured when the rule of law and human rights are prioritised already in the
beginning of the process of an initiative that elaborates a set of legal norms."”

Austin once determined the law as a tool for the sovereign and expects the
citizens to follow the rules habitually. In case we admit that innovators are leading
the process, they can be considered the new Leviathan. This is why many IT
architects also suppose digital by default! Sometimes the aforementioned slogan
is justified by the idea of distributive or social justice—which can also explain
citizen—State (EU) relationship as a compensatory or trade-like phenomenon,
i.e. individuals lose some privacy but get compensated by other means. For
example, by Rudder, Facebook and Google are free services and can be seen as
the recompense for taking away some privacy, although he also admits, it would be
complicated to find a fair balance'' between the power line of governments and
citizens’ rights and obligations.

This approach would be opposed by the theorists who suggest that a coercive
role of law (“sanctions” by Hart, the “minimum of liberty” by Kelsen) should derive
not from interest groups but from the legislator. At the same time, the so-called
technological neutrality principle, as an idealistic justification, means that despite
of the type of technology, the principle can be applied to all of them and legal
intervention is needed only if the stakeholder is abusing his/her rights.

7 Martin (2008).

8bid., p. 322.

°Martin (2014), p. 16.

19Kerikmie and Dutt (2014), p. 24.
"' Rudder (2014), pp. 235-237.
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4 T. Kerikmée and A. Rull

Would “after-adjustment” be a reverse grundnorm in the context of a tech
regulation? Can it be seen as a self-regulation of the digital world? Martin,
analysing the positivism, claims that law has relative autonomy and there are
moral values leading the decision-making process of those who apply the law.'?
She asks two relevant questions: “Are we able to conceptualize law without
contestable value-laden assumptions? Does an account of the nature of law inevi-
tably rely on assumptions about the human condition?”"?

Thinking about the history of law—the establishment of the first democratic
state or the adoption of the first constitution by populi was, at this time, most likely
severe violations of de lege lata, existing law. These acts were contrary to the
beliefs of most of the legal scholars and rather seen as temporary outbursts caused
by mismanaged kingdoms. However, the new order was justified only if demos
agreed upon and obeyed the rules. Social need is a prerequisite of efficient tech-
nology and legalisation of new advancements depends on crucial stakeholders:
eCitizen, eCustomer.

2 Two Colliding Perspectives: Customer’s Rights or
Dehumanisation?

Leading authors in the field, Hoikkanen et al., are suggesting EU-wide regulatory
infrastructure, mapping the multi-level potential policy responses to regulatory
challenges.'* The authors present several relevant choices to be examined when
modelling the renewed, “technofriendly” legal space,'> namely whether

(a) to opt out of general rules or from specific transactions;

(b) to identify “new legal categories” (such as eldentity) that require special
attention;

(c) to recognise that distinction of tech regulation derives primarily from stake-
holder’s interests (citizens, customers, software developers, etc.), although
there can be intersections of layers such as personal, group, space and infra-
structure profiles;

(d) to admit the (changing) borderline between the eldentity allocated by the State
and so-called user-chosen identity, indicating clearly the need for a separate
level of regulation.

Lips is further developing the concept of citizen (customer)—State/EU relation-
ship as a crucial element in the era of ICT-enabled development and a wide range of
public service environments.'® She unlocks the eldentity from the perspective of

12 Martin (2014), p. 51.

13 Ibid.

14 Hoikkanen et al. (2010), pp. 2-3.
> bid.

1% Lips (2010), pp. 273-289.
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(a) what you are (DNA, fingerprints),
(b) what you do (click-behaviour),
(c) what you know (passwords), etc.!”

Lips also compares the doctrines “surveillance state” versus “service state” with
examples: in the case of the first doctrine, the approach of monitoring and social
sorting is preferred; in the case of the other, the approach is based on holistic needs
of service provision—and ends up with “fair state perspective” with emphasis on
client focus and citizens’ rights implications.'® This fits with the theory of Gallings,
who, trying to elaborate the minimum requirements of eldentity management,
proposes several safeguards to control state power and secure citizens’ rights
(authorised personnel, secured storage and handling of data, monitored process,
etc.). The sample test question, for example, could here be the following: can the
electronic trackers rather be developed to reduce police brutality or discover
attempts for possible criminal activities by the citizens?

The EU has certain advantages and disadvantages when it comes to legal history.
In the current context, the fact that it is derived from international public law and
constitutional law of Member States and it is still a rather young legal system would
be an advantage to regulate technological developments in combination with
Digital Market and Citizens Europe, contrary to what the United States leading
theorists are predicting on eRegulation and eldentity management issues. Namely,
Smedinghoff is quite convinced that the “federated approach” is possible with a
focus on private legal framework due to jurisdictional varieties and conflicts and
that public law in the field, being “unclear, ambiguous” (and that’s why “inappro-
priate”), can only have supportive role in regulating the area.'” This angle of view
seems to be adopted by the US federal government, which seeks for contractual
relationships when solving legal issues related to technologies.””

However, even if a fear that technophiles would replace our (offline) rights with
digital rights is perhaps even overestimated, the question of endless interpretation of
de lege lata vs. new digital legal space still exists. Law is a conservative phenome-
non, and its developments should be grounded. The “dehumanisation of law”' is, a
general problem, related to unexpected and unforeseen technological developments
directly embracing ourselves. There have been attempts to create principles that are
higher than the will of sovereigns in public international law (ius cogens or peremp-
tory norms) such as the principle of hostis humani generis and universal jurisdiction
when fighting against piracy. D’Amato, disappointed of attempts to create such

17 1bid., p. 276.
8 1bid., pp. 277-279, 285.
19 Smedinghoff (2012), p. 537.

20 See, e.g., Warren, Zach. White House to Seek Comment for Government Contractor Cyberse-
curity Regulations. Legaltech News available at:  http://www.legaltechnews.com/
1id=1202733514159/White-House-to-Seek-Comment-for-Government-Contractor-Cybersecurity-
Regulations#ixzz3hZVSK4Na (accessed 15.09.2015).

2! Gervassis (2012).
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supernorms in international law, states: ... there are competitive, politically associ-
ated, heartless governments who may interpret peremptory norms as they wish (and
as the international law is based on consensualism, others have at least consider any
of this interpretations of non-democratic international society of States).

The search for neutral and objective legislator in the era of technological triumph
is somewhat similar to the ius cogens phenomenon. The creator of a discipline
named social physics,** Alex Pentland from MIT, warns us that the revolutionary
technology may also feed “the development of a “big brother” model, with gov-
ernment using the data but denying the public the ability to investigate or critique its
conclusions”.? To avoid cataclysms, he proposes “new deal on data” composing of
three rights:

(a) right to possess data;
(b) data owner’s control over the use of data;
(c) right to dispose or distribute your data.**

The author of the theory is convinced that securing these rights is not compli-
cated. But one should not become worried about the technicalities and price of
creating the enforcement mechanisms of these safeguards. The editors rather tend to
agree with Haukamaki that “the aspect of social interaction must be on the agenda
of social research” and “to practice Social Physics alone means dehumanization

... In other words, legal theorists may get worried about anarchism, which gives
the rights to people from an individualist point of view not from the angle of
community, legal society or, more precisely, e-legal society composed of
eRegulation.

There is a temptation to take both approaches and combine, balance them.
Actually, it has been done already. The most comprehensive theory that combines
different angles and approaches of law and technology is written almost 10 years
ago by Cockfield and Pridmore representing the idea of “Synthetic Theory”.?® The
authors claim that instrumental theories are idealistically focusing on technology as
a “neutral tool” without taking account of social impacts.”” The authors refer to the

22 An Interview with Alex “Sandy” Pentland about Social Physics available at: https://idcubed.org/

home_page_feature/an-interview-with-alex-sandy-pentland-about-social-physics/ (accessed 15.09.

2015).
“Social physics is a new, quantitative science of human society that can accurately predict
patterns of human behavior and influence those patterns. Social physics helps us understand
how ideas flow from person to person through the mechanism of social learning and ends up
shaping the norms, productivity, and creative output of our companies, cities, and societies.
Importantly, social physics also tells us how to deal with the privacy concerns raised by big
data: by giving individuals more control over data that is about them.”

2 Pentland (2008-2009), p. 79.

** Ibid.

25 Huhtamaki, Antti. Social Physics studies idea flow by big data. A critique of Alex Pentland’s
new book, p. 5. Available at: http://www.academia.edu/6508962/Social_Physics_studies_idea_
flow_by_big_data._A_Critique_of_Pentlands_new_book (accessed 16.09.2015).

26 Cockfield and Pridmore (2007).
27 Ibid., p. 476.
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idea that traditional approaches should be revisited time to time as technology
changes the world and also the mentality of appliers. The authors indicate that new
technologies are so different that they can be referred to as post-modernity
phenomena.®

Authors in this book provide the insight to the discourse of cutting-edge tech-
nologies and law from several different angles. Topics discussed here are hotspots
in the world of e-technologies. Novel concepts such as e-residency, smart
contracting, use of secured streaming in 3D printing, smart agents and others
offer opportunities that were difficult to imagine a few years ago, but they also
pose challenges to regulators around the world. This is about taking the reader to
unregulated territories.

Norta, together with his co-authors, explores the possibilities to use software
agents to tackle Internet scams. The scenario of scam described in this chapter is a
real-life case study experienced by Katrin Nyman-Metcalf. Scammers around the
world have reached out to most of us. In most cases, people recognise a scammer,
but many fall for a scam. As scams become more sophisticated, the risk of falling
for a scam is rising. Authors suggest that a scam-filtering individual software agent
able to recognise a fraud is a solution to the problem.

Sdarav and Kerikmie discuss the implications of the concept of e-residency
developed in Estonia. Several other countries consider similar developments
while closely monitoring how Estonia handles the novel concept of attracting
people around the world to benefit from Estonian e-services. We believe that this
is just the beginning and soon we will see several countries advancing in the field of
e-governance competing against each other in the offering of e-services to the world
outside. This is part of a bigger phenomenon where blockchain technologies
underlying cryptocurrencies are able to support decentralised autonomous organi-
sations such as Bitnation (www.bitnation.co). These platforms demonstrate the
power of social networks, peer-to-peer information production and crowd sourc-
ing.?” Multinational software companies and governments are investigating possi-
bilities to use the blockchain technologies for governing purposes in the future.*®

We are moving towards new governing ecosystems, and any new service or
functionality developed contributes to the paradigm shift in many traditional
practices. Joamets discusses the possibilities of digital marriage and divorce. She
points to different legal issues that need to be solved before the digital solution can
be legally ascertained. Kasper and Laurits cover the topic of digital evidence. This
is an emerging field with many technological and legal challenges. States are
increasingly in the need to secure the efficient collection of digital evidence as
the use of digital technologies grows exponentially. Roots and Dumbrava discuss
the possibility of the model of e-citizenship for Europe.

2 Ibid., pp. 478-479.
2 See, e.g., Benkler (2002a), pp. 81-107; Benkler (2002b).

30 See, e.g., The Blockchain is a New Model of Governance. http://www.coindesk.com/consensus-
algorithm-and-a-new-model-of-governance/ (accessed 13.09.2015).
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Several chapters discuss smart contracting and smart property. Kolvart, together
with co-authors, brings out different understandings of smart contracting and out-
lines what is necessary for a smart contract to become a legal contract. Kiinnapas
approaches the topic from the Bitcoin perspective, which has become highly
controversial, because it is breaking the understandings of how monetary systems
should function. There is a lot of legal uncertainty about cryptocurrencies. The
blockchain technology may have proven already that a digital monetary system
without a centralised state supervision is possible. Solarte-Vasquez et al. propose
the concept of transactional design for conflict management and dispute resolution.

Sepp and Dutt have written a chapter together with Anton Vedeshin, who is one
of the founders of 3DPrinterOS. This innovative start-up company originating from
Estonia develops the operating system for easy and secured 3D-printing. In the
future, it may be comparable to what operating systems such as Windows, Mac OS
and Android have done with computers and smartphones in terms of functionality
and usability. 3DPrinterOS operating system is definitely a frontrunner amongst its
peers, but this topic enters into the field of complex legal issues ranging from digital
rights management to trademark, copyright and design laws. This chapter is by far
one of the few to cover these topics comprehensively.

Today, e-technology and its legal regulation are often unbalanced. So-called
e-regulation is left behind as “digital by default” is not really guided by overwhelm-
ing concepts that attempt to adjust the (soon)-to-be-true realities with the structural
and systematic, sometimes idealistic, world of lawyers. At the same time, in few
fields, the legislation is very detailed and does not reach the addressee, especially
taking into account the digital divide in the world and in Europe. Seeking for
principles, new social contract, grundnorm, utilitarism and trying to shape a
somewhat conservative legal world with the digital world is a natural attempt to
secure rule of law in the changing environment. This is what the current book is
made for: the group of researchers, supporting e-development and innovation,
remaining critical and analytical. We are trying to avoid the situation that was
evident when the space law emerged. There is a certain similarity—unknown scope
of issues to be regulated, fragmented and abstract legal acts (sometimes controver-
sial in national level). Now, although the definition of outer space is still not
uniformly agreed within international society, it has been concluded by
Lafferranderie almost two decades ago that “the space law is no longer the sole
prerogative of States”.>' For digital world, the whole development should also
follow the ideal of “user-centricity” and the common values. We hope that the
current book will wake up the spirit and mind of many, interested in the new era of
regulation of e-technology.

31 Lafferanderie (1997), p. 7.
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“My Agent Will Not Let Me Talk
to the General”: Software Agents as a Tool
Against Internet Scams

Alexander Norta, Katrin Nyman-Metcalf, Anis Ben Othman, and Addi Rull

Abstract This chapter takes as its basis an attempted so-called romance scam to
evaluate a common modern communications phenomenon: the difficulty in evalu-
ating human interaction online. Without having access to the kind of well-
established, largely subconscious physical signals that we use to assess a situation
in the offline world, extra vigilance is needed. The option of avoiding online
communications is becoming increasingly unrealistic in personal as well as profes-
sional situations. The chapter examines whether, in addition to experience, training
or personal characteristics, technology can help to avoid risks of misuse of personal
data, fraud, extortion and so on.

We argue that the elements that arose suspicions in a sceptical and above-
average vigilant Internet user can be generalised and instrumentalised through
software agents. This would allow such agents to assist the user and raise the red
flags where appropriate, even when the user herself may not detect the danger. Such
software agents can be made required companions on cyber journeys, becoming an
integral part of communication networks.

1 Introduction

The West African scammer who targeted a Professor of Law and Technology in his
romantic scam may not have made the most appropriate choice for his purposes but
inadvertently provided an excellent case study of a common modern communica-
tions phenomenon: the difficulty in evaluating human interaction online. The story
of an attempted romance scam can provide a good illustration to a problem that is
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more and more important in today’s Internet-dependent society, where so much
interaction is done virtually. Many of us who frequently use electronic communi-
cation are aware of the risks of misuse of our personal data that we may be exposed
to through virtual communication, social networks and other websites. We also
know that being present in the cyberworld is essential for professional and personal
reasons. Thus, an assessment has to be made of the risks and benefits. A factor to
consider in this context is whether the technology can help us: if IT can mitigate the
risks that using this same technology causes.

In the technology environment, traditional social norms and inherent tools to
evaluate trust cannot work. Trust is, however, an important commodity for all kinds
of interactions. Trust exists in different forms and contexts, like social trust, cultural
trust, professional trust and so on." The creation of online trust is of key importance.
There are different possibilities to create such trust if technology is properly applied
to assist with this. If the problem of scams due to insufficient trust mechanisms is
solved on a meta level, this will lead to a positive chain reaction with the whole
industry benefitting. Authorities would not need to ask for information from ICT
firms—which has negative privacy implications—since the problem would not
reach that far.

A sceptical cyberspace user, with good skills and awareness of threats, navigates
the treacherous waters of the cyberworld in a cautious and careful manner. He or
she notices warning flags that are raised by strange behaviour even without meeting
or seeing the person in real life. For a less-skilled person or any person in a setting in
which one is less likely to be suspicious, it can be problematic to estimate risks. We
are used to noticing what someone looks and sounds like, how they make eye
contact, how they answer to our questions and so on. When we interact through a
computer, we lack that direct contact and do not even know if the picture we are
looking at is the person we are talking to. There is thus a need for different signals to
make us wary, but these should be reasonable so as not to hinder all normal
interaction in cyberspace. In this article, we examine how technology can help to
provide such signals. More specifically, we examine the use of agent technology.”

With the increasing role of the Internet for social interaction, there has been for
several years an interest in technology to help match people and prevent scams.
However, many of the algorithms used to establish characteristics for matching
(people with other people or people with goods and services) are rather crude and
do not really “understand” people. They can quite easily be manipulated. Collab-
orative filtering is a popular method used both by, e.g., Netflix for movies and by
different dating sites. Constant development refines the algorithms, but what is

"The description of trust is inspired by the concept of economic, social and cultural capital
discussed by Bourdieu (1986), pp. 241-258. The authors do not attempt to define the concept of
trust in this chapter.

2 The notion “agent” was first used in 1973, Hewitt et al. (1973), pp. 234-245. It is used, e.g., to
predict the perception of consumers before the launch of new consumer goods. Gowda (2008),
pp. 246-251.

addi.rull@ttu.ee



“My Agent Will Not Let Me Talk to the General”: Software Agents. .. 13

much more difficult is to use technology not just to filter contacts but also to help
against the various threats that online interaction may entail.

Given the potential grave impact of scams in cyberspace, the matter is of major
legal importance. However, the law has proven to be an ineffective tool in cyber-
space. The jurisdictional issue is one major reason for this, as actions and their
consequences can be in totally different parts of the world.? This means that even if
some behaviour is illegal, the chances of taking effective action may be so small
that in reality it is the same as if there were no legal consequences imposed at all.
This does not mean that there is no room for law. If it is possible to use I'T to combat
harmful behaviour, the law may be needed to ensure that such IT tools are actually
used, obligating relevant websites to apply them. However, if and how legal
obligation is the best way to do this should be examined—self-regulation or a
business interest from the websites may be a more effective method.* If a climate of
self-regulation can be created so that the different sites that enable communication
as a matter of cause apply certain functions to prevent fraud, this can repair the
negative effects of the feeling of impunity that is created by the inefficiency of the
traditional legal system.

The importance of privacy and data protection law is growing with the increased
use of the Internet in all kinds of situations. The Internet of Things will only
exacerbate this, as the many location-based services have already done. Social
networks add to the complexity as they rely on the responsible behaviour of users
but with few tools to encourage such behaviour. New approaches are needed, and
technology can provide important assistance in this respect.

2 Setting the Scene

The case on which this study is based took place during about 10 days in November
2014. The initial contact was made on LinkedIn. Whether this was a conscious
choice or just a coincidence is not clear. On the one hand, it appears less suitable to
use a professional network rather than a dating one for a romance scam. On the
other hand, it is normal to connect with strangers on professional networks and
many users may be less vigilant, as they are not looking for any intensive personal
interaction and only post such information that they want to be in the public sphere.
In this case, the intended target indeed presumed that the scammer was a connection
of a connection or someone she briefly met in some professional context. After
having accepted the contact request, the supposed US General wrote and said he
had looked for a contact with the same last name, found the profile and “been swept
away by the beauty”. This was somewhat unexpected on LinkedIn but amusing
more than anything else. However, it already raised a small warning flag because

? Chawki et al. (2015), pp. 7-9, 20.
“Examples related to Nigeria in Chawki et al. (2015), p. 143.
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the type of exchange did not fit with the nature of the network. This can be warning
flag number 1. In this case, the decision to continue communicating was a very
conscious one, out of curiosity what would come next, with the targeted victim
being aware and interested in Internet-based scams.

Later, the fact that the only common contact was a Latvian female lawyer
appeared a bit strange, when it came out that the General had never been to the
Baltic States and had no connection with this part of the world. This second
possible warning sign was, however, not strong, for the mentioned reason: that
LinkedIn is a network where it is possible to connect freely (and Baltic women are
popular also with “real” men looking for contacts!). A stronger (third) warning
sign was that it appeared after 2 or 3 days that the General had deleted his LinkedIn
profile. When asked about it, he said that active military personnel are not allowed
to be on social networks; he had joined only to look for a friend with a name similar
to the target. This was not credible, as he did have a network of about 6-7 people,
including the Latvian lawyer acquaintance with a completely different name.

As an intended target of a scam, it is easy with hindsight to claim to have known
it was a scam from the very beginning, but this would be an after-construction. In
this particular case, the extra vigilance due to personal characteristics as well as
professional background may to some extent have been compensated by the fact
that having never been on any dating websites or had social Internet chats with
unknown people, there were no special expectations. Probably, had the General
been a bit more restrained, some of his story would have appeared credible even to a
sceptical user. However, with undying love being declared after 2 days, this was
definitely a strong warning flag (number four). Admittedly, not at first being sure it
was a scam, but thinking it may be that or a person looking for contact but being a
bit weird—most probably not a successful General but an insecure and socially
inept person. The main warning sign was the intensity of the exchange after such
short time. 1t is possible that on a dating site, this would not be a warning. After all,
if both parties are there to make acquaintances it may make sense to be very direct.’

One evaluation that less analytical Internet users may not make was that when
deciding to answer the mails of the General, this intended victim did consider
whether it was wise to give out personal information and even pictures. However, as
for many professional people today, a simple Google search on the last name gives
about 77 200 initial results, including in excess of 50 pictures and about 10 videos.
A full CV can be found, reports from a number of conferences and projects,
academic articles and opinion pieces. This is despite the fact of having activated
privacy settings on Facebook, not keeping a blog or actively uploading personal
material to other sites. It is a conscious attitude that it is difficult to maintain a high
degree of privacy in the current environment, and as it is possible to find interesting

5 There are a number of websites (and Facebook pages) directed at helping detect scams, like
http://askville.amazon.com/major-patterns-online-dating-scammer/Answer Viewer.do?requestld=
58411519 and http://www.stop-scammers.com/. The problem with such sites is that people will
often only consult them after they have already been scammed or possibly when things have gone
so far that they are truly suspicious.
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professional contacts and opportunities through different Internet-based informa-
tion, information availability is more as an asset. A warning sign (number five) was
that the General appeared not to have Googled his intended victim even if that is
today the normal start of any interaction, as he asked about things that easily could
have been found out and any legitimate contact would have known. Similarly,
warning sign number six was the lack of information when Googling the General.
It was possible to find his father who died in Vietnam but no mention of any of the
decorations he received or anything else. One omission was to not do a Google
image search early on: when this was later done, several of the photos sent came up
with links to scam sites. This tool is, however, not always very useful, as it only
shows reliable results for exactly the same or very similar photos, with many false
positives. It rather speaks to the amateurism of my scammer that he chose a much-
used and much-flagged image.

So the happy relationship developed quickly! We were clearly made for one
another. It remained unclear how much analysis had gone into selecting the victim.
There are most probably certain criteria used like age, civil status and so on, with
more professional scammers most likely putting more effort into finding suitable
victims. Presumably, dating sites are prime targets as people on them are actually
looking for someone and will not find it strange to be approached in the first place.
Also, in a dating context it is normal to gradually find out more and more personal
details about one another. Having befriended the actual scammer later, he admitted
that he had realised that the targeted profile was not too suitable. The very hasty and
rather unprofessional way he tried to conduct the actual scam showed that by this
time he was just looking for an end, having accelerated the process too much to
make it even remotely credible. He became unsettled by his victim pushing things,
which was another warning sign (number seven): After declaring his love in a few
days, he later pulled back a bit when the object of this love started making concrete
plans for where and how to meet. This cannot be said to be a very strong warning
though, as it could be a completely normal reaction in a genuine dating situation.

Although there were several means to “test” the General, this presupposed that
there already were some suspicions (and/or were related to the professional back-
ground). As any professor will understand, the copy-pasted love letters were not too
difficult to spot! The text was different than his normal style of writing; there were
phrases that did not fit at all as they alluded to having spent time together, etc.—
warning sign number eight. It took a few seconds by simple Google search to find
the texts at a web page supporting people wanting to write love letters. Another
warning flag (number nine) was that the General did not respond to specific
questions, for example about Afghanistan where he was posted, where it happened
that his intended victim had been. Otherwise, as opposed to what is warned about on
the scam-busting sites, the General was quite responsive and did not just spin his
same story.

A few other things appeared suspicious early on. They were all connected with
facts that did not add up, warning sign number ten. To spot this, some knowledge,
as well as probably awareness to detail, is needed. For example, the General
mentioned his daughter who was just about to turn 18 and was studying medicine
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at Oxford University. At that age, one cannot yet be a medical student apart from in
exceptional circumstances, which presumably then would be mentioned. The
General also told the sweet story how he met his—now deceased—wife at a
Dutch airport and after 2 months of exchanging e-mails, they married. Given that
this was the mother of the 18-year-old daughter (plus the two sons killed in the same
accident as the wife), it meant this would have been at least nearly 20 years ago. At
that time, e-mail was not at all as common as now.

After about 5 days came the first sex. To get nude pictures, for titillation or as
some kind of revenge or leverage, may be one reason for a scam, especially
targeting young people. Any request for nude pictures or similar should be a
warning sign in itself (number eleven), although there are also bona fide websites
where people voluntarily engage in cybersex, so also here the right setting may
mean it is not suspicious. In this particular case, the sex episode was a bit out of
character with the rest of the conversation and not credible. The General by now felt
things were a bit out of hand, so things were going off-script in more than one way:
just after the hot sex came the most worrying messages about the sick daughter,
which was not very appropriate. The strange order and context of very different
interactions was a warning sign (number twelve).

A request for money to help pay for a transport so the General could fly home
with a special NATO plane and attend to his daughter’s kidney transplant came
rather out of the blue and was in no way credible, even to a much less suspicious
user. For example, if normally the chat was written in small sentences or even a few
words, with attached emoticons, the request for money with the explanation what it
was for was in larger text segments, apparently pasted into the Skype chat or at least
prepared separately. Style and even layout can be a warning sign (number 13).
However, as mentioned, the scammer had by now given up and just went through
the motions. Even if contact was established with him later, he would not divulge
all details. It is probable that it was not a spur of the moment initiative by an
inexperienced and not-too-expert scammer (as he claimed) but that the person was
part of a gang or was running a major operation with many parallel contacts, which
in both cases would mean he just decided to go through the motions to “close the
case” while pursuing other more promising ones with more care. Normally, much
more time is devoted to building up a relationship, sometimes even sending gifts or
flowers in the process. This would make most users considerably less suspicious,
and it would need to be emphasised clearly that this can actually be a warning sign
rather than the other way around, warning sign number 14.

The proof sent by the General to his genuine feelings and honest intentions to
pay back the money was very inadequate (warning sign number 15): to prove that
he was military, he sent the public web address of the US Army, and to introduce his
superior to whom the money should be forwarded he sent a Wikipedia link to a US
General. When asked for different evidence, to talk to him on Skype, to get the mail
to his superior or even to get the bank account to where the money should be sent,
he immediately detracted and said forget about the money, forget that he asked, etc.
Actual requests for money are likely warning flags (number 16) for many people,
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although the amount of people who fall for scams indicates that even that is not
always the case.

3 The Regulatory Situation

A scam such as the one detailed above is possible because the scammer has a
possibility to get some basic information about a person, often located in a different
country and most likely without there being any personal, physical contact. The
more information that is available, the better targeted can a scam be—and thus the
more likely to succeed. Many forms of scams and tricks are prevented more through
social norms than directly by the legal system. What is different in the cyberworld
as compared to the pre-Internet world is that the field of activities for both
scammers and legitimate Internet communicators is so vast. Social norms need a
small closed homogenous society to function.’

3.1 Identity Theft and Privacy Violations

In the scenario described, the only illegal activity actually carried out fully was the
scammer pretending to be someone else.’” He used photographs of a real person but
made up the rest of the personality. Whether this is personality theft that would be
punishable under the laws of any country depends on many factors. Most likely, it
would be very hard to find a punishable offence even without adding the additional
complications of jurisdiction. Just lying may be morally wrong, but this does not
translate easily to an offence that the legal system can deal with. If the scam
succeeds and money is sent, it is a different matter as fraud is a crime in most
jurisdictions. In such a situation, the reasons why the matter cannot be effectively
dealt with are mainly due to problems of detection and jurisdiction than to any
deficiencies in the law. As the difficulties in pursuing Internet scammers are so big
and the damage that can be caused so important, there is a great interest in
preventing the “final chapter”—the actual scam.

If the scammer has accessed personal data in other ways that just asking and
getting information directly from the subject, there may be a privacy violation.
However, any such privacy violation is likely to be so small that it is not reasonable
to take legal measures because of it and especially it is not reasonable or feasible to
create new institutions for the purpose.

%See, e.g., Moore (1984).
7We are presuming the actions of a human scammer in this chapter. It is unfortunately now
technologically possible to have artificial agents fake to be humans in social-media platforms.
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It is in the nature of the Internet that it is open and much of the material available
on it can be used by anyone. So much information is uploaded that even a person
who would try to keep strict control over what personal data is revealed would have
a hard time doing this, as there are so many potential ways in which personal
information reaches the Internet and very few guarantees against it being used in a
different fashion or by different users than what it was intended for.® This includes
not only personal data that people enter on social networks but also CVs or similar
documents entered for work purposes, company websites with pictures and contact
details, news items and so on.

There is a lot of case law from different countries as well as from the European
Court of Human Rights (ECtHR)” on what it is that infringes privacy,'’ for example as
concerns taking and using photographs of people. The case law is not consistent, or at
least it shows that the actual situation can lead to similar situations being judged
differently. A well-known case is Von Hannover v. Germany,"" concerning Princess
Caroline of Monaco and the publication of pictures of her in German tabloid press. The
German courts focused on whether pictures of her were taken in public places and
found that if this was the case, she would normally not have legitimate expectations of
privacy. The ECtHR came to a different conclusion and felt her privacy had been
infringed, partly as she was not exercising official functions when the pictures had been
taken and there was no public importance to the pictures.'? This differs from other
cases where the ECtHR has denied a legitimate expectation of privacy to individuals.

Thus, even using someone else’s picture without permission may be difficult to
act against through any legal action.

Dealing with the prerequisites of such a scam occurring is at least as important
(and potentially more rewarding) as dealing with the aftermath of an already
perpetrated scam. To regulate away the problem appears impossible or at least
very unlikely. Even if it is possible to identify what elements of a certain behaviour

8 Poullet and Dinant (2010), pp. 60-90.

°Case of Peck v. The United Kingdom (2003) Application 00044647/98, judgement of 28 Jan.
2003, paragraph 57: ... include activities of a professional or business nature.”; Case of Niemietz
v. Germany (1992) Application 72/1991/324/396, judgement of 16 Dec. 1992, especially para-
graph 29; Case of Halford v. the United Kingdom (1997) Application 73/1996/692/884, judgement
of 25 June 1997, paragraph 44: ““. .. a zone of interaction of a person with others, even in a public
context . ...”; Case of Rotaru v. Romania (2000) Application 28341/95, judgement of 4 May 2000,
paragraph 43; Case of P.G. and J.H. v. The United Kingdom (2001) Application 44787/98,
judgement of 25 Sep 2001.

10 As the ECtHR states, e.g., in Peck: The Court has already held that elements such as gender
identification, name, sexual orientation and sexual life are important elements of the personal
sphere protected by Article 8. The Article also protects a right to identity and personal develop-
ment, and the right to establish and develop relationships with other human beings and the outside
world and it may include activities of a professional or business nature. There is, therefore, a zone
of interaction of a person with others, even in a public context, which may fall within the scope of
‘private life’.

""Von Hannover v. Germany (2005) Application 59320/00, judgement of 24 June 2004.

'2 Barendt (2010), pp. 11-31.
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that are or should be illegal and to make rules against this, enforcing these would be
very difficult. More regulation is thus not a solution in this situation.

3.2 Dealing with Data

This brings us back to the question of data. In the interconnected and to a large
extent virtual world, data is of great importance and value. This has led to questions
of ownership of data. Combinations of huge amounts of data create new data. The
better electronic information handling gets, the more value there is to data, as it is
possible to make sense of what prior to IT was just white noise. This has led to the
discussion about big data and whether governments are the holders and owners of
big data or every owner of a component of big data—each individual—has the right
to self-determination of information."® This expression is still to be filled with
relevant content from a legal and philosophical viewpoint.

Clearly, there is a lot of data about individuals that is held by different entities.
The responsibility for public entities is of a special nature, as they may require
people to provide data,'* while giving data to private entities is normally voluntary.
Admittedly, such voluntariness is sometimes fictional, as it may be necessary to
give data to give an essential service, but at least theoretically we can refrain from
using a private service while many public ones are obligatory. There is a respon-
sibility for many different organisations that require and deal with information to
ensure secure and responsible data handling. This is achieved through the data
protection legislation that exists in many countries. It varies if there is specific
legislation on data protection or it is seen only as an element of general privacy
protection (as protected by instruments such as the 1949 UN Universal Declaration
on Human Rights and the 1950 European Convention on Human Rights and
Fundamental Freedoms, as well as other regional human rights instruments).

The importance of developments in several European countries, like the first
national data protection law in Sweden in 1973, should not be disregarded as the
basis for the initiative that led to the enactment of the Convention 108" in January
1981 on the European level, pursuing two prime objectives:

... [(a)] to protect the privacy rights of individuals in circumstances where information
about them is processed automatically. ... [(b) to] facilitate a common international
standard of protection for individuals, with the aim that the free flow of information across
international boundaries could proceed without disruption.'®

13 Robbers (2002), pp. 98-105, translated definition of the right to informational self-determination
is available at https://www.datenschutz.de/privo/recht/grundlagen/ (accessed 9.07.2015).

“See, e.g., Rull et al. (2014), pp. 73-94.

15 Convention for the Protection of Individuals with regard to Automatic Processing of Personal
Data, Strasbourg, 28.1.1981, ETS No. 108, entry into force 1.X.1985 (hereinafter as Convention
108), available at http://conventions.coe.int/treaty/en/Treaties/Html/108.htm.

1® Edwards and Waelde (2000), p. 85.
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Privacy is protected by many constitutions, and case law has shown that this
includes the right to family life, secrecy of correspondence, protection against libel
and slander and many other elements of private life, also including data protection.
The first international convention to specifically mention data protection is the EU
Charter on Fundamental Rights, adopted in 2000 and made legally binding and part
of the EU treaties in 2009 through the Lisbon Agreement."'’

Data protection legislation dates from about the same time as electronic data
handling became more common. There is a link between these phenomena, but it
does not mean that data protection legislation is linked to only electronic data: it is
the content of the data and not its form that should determine if and how it is
protected. However, electronic data handling has meant that there are many more
ways to make sense of vast amounts of data and new ways to find out things about
people.'® Data protection legislation aims at creating secure ways to handle data so
that private information does not get into the wrong hands and can be abused. It is
not a question of banning the use of data or imposing secrecy, as it is acknowledged
in most societies and especially in democratic rule of law states that information is
important and should be available. The first data protection legislation was in
Germany, in the state of Hessen in 1970.'° As mentioned, Sweden was the first
country with data protection legislation, enacted in 1973. Following this, in a few
years many countries had adopted similar laws.”® The first international document
to make specific mention of data protection was the OECD Guidelines on the
Protection of Privacy and Transborder Flows of Personal Data of 1980.%" In
December 1983, the German Constitutional Court took a decision in which certain
data collection (in the context of a census) was deemed unconstitutional because of
privacy violations.*?

Technology changes the ways data move and is dealt with, but perhaps even
more important is the development of the culture of communications and percep-
tions of what a private and what a public sphere is that has come about in the past
decade or so (the post-Facebook era). The interpretation of the right to privacy is in
a process of change, even in cases where legislation may not have changed.”
Indeed, it may be better to deal with new situations caused by new technology
through interpretation as any detailed legislation would become obsolete soon after
technology changes in any case. Some support for this thinking can be found from

'7 Nyman-Metcalf (2014), pp. 21-35.

'8 Gonzales Fuster et al. (2010), pp. 105-117.
1 Engel and Keller (2000), pp. 44-52.

20 Fraunhofer Fokus (2012), pp. 11-12.

2! Amended in 2013. http://www.oecd.org/sti/ieconomy/oecdguidelinesontheprotectionofprivacy
andtransborderflowsofpersonaldata.htm.

22 Fraunhofer Fokus (2012), p. 12.
23 Nyman-Metcalf (2014), p. 27.
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the ECtHR,24 which found that a concrete—in the case spatial—criterion for
privacy was unsuitable and the criteria should be functional.>

What our example illustrates is the problem when a person herself divulges
information that may then be abused.® Data protection rules seek to deal with cases
where others (institutions, authorities) have access to information about persons,
whereas more risky situations are created by people themselves voluntarily—but
under false pretences—giving information to third persons. It is very difficult to
imagine to legally restrict what a person can say about herself.”” This is not to say
that data protection is irrelevant but that it is not the most important remedy to many
problems created by modern ways of communicating.

3.3 Technology-Assisting Regulation

Anandarajan et al. focus in their research of US data breach notification theory on
the routine activity theory developed by Cohen and Felson in 1979. This theory
examined the occurrence of crime by looking at the circumstances around inci-
dences of crime instead of focusing on the perpetrators of crime, as was otherwise
more common. Cohen and Felson stipulated that there are three necessary elements
for a crime to occur: a motivated offender, a suitable target for victimisation and the
absence of capable guardians against some violation.”® Our example is suitable for
the routine activities theory as what cyberspace has provided is that if there are
people who are motivated to commit crime, they have many more ways of encoun-
tering suitable victims in an environment devoid of guardians.?’ Agent technology
can provide such guardians.

An agent is an intelligent system that perceives its environment and takes actions
that maximise its chances of success. This technology is described below. From a
legal viewpoint, the purpose of the agent is to provide the functionality for solving a
legal issue like limiting access to personal information in order to achieve better

24 Case von Hannover v. Germany (2004).
25 Grimm (2009), pp. 11-22.

26 There is also a link between data theft through hacking or other means and the kind of situations
we describe here as people who have their details stolen from various networks are likely to be the
subject of scams, have their identities stolen to perpetrate scams and so on. Anandarajan
et al. (2013), pp. 51-61.

77 See, e.g., Westin (1970), pp. 32-37. Four basic criteria necessary for the development of
personhood are (1) providing an individual autonomy to control disclosing one’s self; (2) giving
an individual opportunity for emotional release; (3) permitting an individual to conduct self-
evaluation, engaging in moral and creative activities; (4) allowing an individual to share confi-
dences and intimacies in the course of limited and protected communication.

28 Anandarajan et al. (2013), p. 52.

> Ibid.
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privacy protection.® The agent operates in a model in an environment that depicts
the living world. In order to be successful, autonomous agents must be able to
navigate in an environment that is not just complicated and rapidly changing but
also may be hostile. A web-hosting provider might unscrupulously specifically
locate all instances of a certain service and replace them with nodes that cheat in
some fashion; an autonomous agent must be able to detect such cheating and
remove or at least neutralise cheating nodes from the system.

A sociotechnical agent comprises different components with different functions.
The sensor gathers events as input that occur in the context of an agent. Those
events are split inside the agent between the knowledge base and the controller. The
knowledge base comprises entities and facts of the agent’s context, together with
ontological repositories for allowing a correct interpretation of the stored data. The
controller uses the knowledge base for algorithmic processing to perform pseudo-
anthropomorphic reasoning that copy humans in a machine-learning way.”'

The main encompassing control-flow element is a while loop that performs as
long as the agent is unfulfilled. Inside the while loop, the agent senses events from
the environment and uses that input for updating the knowledge base if needed.
These events also serve for the reasoning in the controller in a way that the agent’s
machine-learning algorithm displays the pseudo-anthropomorphic properties in an
artificial intelligence sense. Consequently, the sociotechnical agent projects events
through the actuator component onto its contextual environment. The latter reacts
to that projection, and the loops start again from the beginning unless a satisfaction
occurs of the condition statement in the while loop.

Agents are just one technical tool to deal with problems in the cyberworld.
Anandarajan et al. state that technology may guard against crime by increasing the
effort which offenders need to expend to reach their victims and carry out the crime.
They mention firewalls, filtering technology and similar technology and also point
out the possibility of human guardians in the cyberworld, like chat room moni-
tors.’” There are many technology tools that can mitigate risks.

4 An Online-Dating Cycle and Related Metadata Model

The legal deliberations about dating-scam scenarios illustrated above describe a
larger trend towards sociotechnical cybersecurity issues that emerge in open het-
erogeneous social media ecosystems. Note that sociotechnical systems are complex

30Rull et al. (2014), p. 85.

31 This is a branch of artificial intelligence and focuses on the construction and study of systems
that learn from data. See, e.g., Pak et al. (2012), pp. 1059-1072.

32 Anandarajan et al. (2013), p. 53.
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organisational collaboration designs that recognise the interaction between people
and technology for achieving intersecting objectives.”® Here, a focus is the inter-
action between complex technical infrastructures and human behaviour. Given the
increased complexity of sociotechnical systems, individual users may be
overwhelmed and more prone to multi-staged scam attacks. A possible solution
to this problem is to design machine-learning-based** recommendation systems
that warn users with the support of a multi-agent system™ in time before becoming
scam victims.*®

Machine learning is a specialisation of computer science comprising pattern
recognition and computational learning theory in artificial intelligence. Learning
algorithms predict events based on large datasets that stem from diverse sources. A
multi-agent system (MAS) is a computerised system composed of multiple
interacting intelligent agents for solving difficult problems that an individual
agent or a monolithic system cannot solve. An agent is an autonomous entity that
observes via sensors its environment and projects actions via actuators for achiev-
ing goals. Besides sensors and actuators, an intelligent and self-learning agent also
comprises a knowledge and a controller component. Note that the conventionally
formulated laws and regulations of earlier sections are enforceable by programming
them into the controller components of intelligent agents in the form of event-
condition-action rules.’’ The latter take into account events from sensors and use
the agent-inherent knowledge base to apply the controllers for machine-readable
law enforcement that culminate in projections of actions to an agent’s context.

With machine learning being a feasible option for a scam-warning system, we
must establish a stepwise formalisation approach for enabling the ability of
machine processing. Accordingly, Sect. 4.1 puts forward a conceptual dating
lifecycle that serves as a taxonomy for organising related cybersecurity patterns.
Section 4.2 shows an initial set of patterns for online dating scams that are inspired
by Sect. 2 and that we map into the lifecycle taxonomy. Section 4.3 gives an
overview of the ontological facts to be considered for pattern-related knowledge
capturing. Ontologies describe formally taxonomies and classification networks
that capture the structure of knowledge-specific domains where nouns represent
classes of objects and verbs represent relations between these objects. Finally,
Sect. 4.4 presents selected subsets of the ontological metamodel and we equip
them with respective examples.

3 Long (2013).

3+ Huang et al. (2008).

33 Sterling and Taveter (2009).

36 Swapneel et al. (2010), pp. 461-472.
3 Isazadeh et al. (2014), pp. 7847-7857.
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4.1 Dating Pattern Taxonomy

A pattern is a discernible regularity in a domain that keeps reoccurring in a
predictable way and that can be human made. In architecture, a notable example
for the development of pattern catalogues from the architecture domain comprises a
language for pattern composition to build in a best-practice way towns and build-
ings to achieve higher quality of life for humans.*® The idea of patterns is also a
powerful concept for computer science where many catalogues exist for software
engineering,” enterprise integration,*’ cloud computing,*' different perspectives of
workflows and so on. Consequently, we adopt a similar approach for this paper.

The depiction in Fig. 1 shows a lifecycle of engagement for individuals in an
online-dating experience. The lifecycle is agnostic to the role of an individual, e.g.,
a sincere person dating or a scammer who engages in a fraud attack. Arcs denote
transitions that lead between states, depicted as rectangles. Briefly, an account is
created with an established profile being available to a more or less limited extent
online and for appealing to a specific audience, such as mid-aged divorced women.
Possible dating partners are either checked based on one criterion, or many criteria
in the case of more elaborate evaluation.*? Eventually, a potential date is chosen,
either deliberately based on some criterion (or criteria) or entirely by random. The
interaction between the parties commences being either rather well aware of the
partner’s background or merely limitedly aware, or the interaction starts without
any awareness of the counterpart’s background at all. While the online dating
unfolds, the dating may be halted temporarily, because of a misconduct, shifting
to a different dating partner, and so on. However, the interaction may resume again
after a period of time.

A partner may eventually suggest to meet in person, and possibly the dating
remains in this state. Alternatively, the parties resume online dating again. In both
cases, the outcome is either a “successful” completion of the dating process or a
failure that has specific semantics in the case of the role a person slips into. For a
dating scammer, success means that a targeted malicious outcome has been
reached, e.g., transfer of money, extraction of specific information. A failure
means that the scam attempt did not unfold as planned, maybe because a recom-
mendation system warns the sincere dater in time. Thus, the dating lifecycle in
Fig. 1 serves as a taxonomy for organising and relating honest dating patterns and
also so-called anti-dating patterns that represent cybersecurity attacks.

38 Alexander et al. 1977).

3 Gamma et al. (1994).

“0Hohpe and Woolf (2004).

4 Leymann et al. (2014).

2 JingMin et al. (2015), pp. 216-236.
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Fig.1 A lifecycle of online dating that forms a taxonomy for pattern sets of different perspectives,
including cybersecurity

Pattern

-version: string
-name: string
-author: string
-creation_date: date
~ -decription: string

: -example: string

1
N

Taxonomy

-forces: string

—| -intuitive_visualization: blob
-problem: string

-context: string
-resulting_context: string

1 1

Support < I Pattern é - _> User

Fig. 2 Packages with their dependencies and the Pattern-class attributes (/bid.)

4.2 Pattern Mapping

The pattern examples from Sect. 2 we map into the taxonomy of Fig. 1. In order to
do that, an extension®’ of the approach is necessary with respect to the relationship
between the taxonomy, patterns and their context. Figure 2 shows to the left side a
model of packages that are related to each other. These packages encapsulate
classes that we explain in Sect. 4.2.1. After that, it is possible to specify in
Sect. 4.2.2 a first set of pattern examples and, finally, to position the patterns in
Sect. 4.2.3 in the logical taxonomy space.

4.2.1 The Pattern Context

The centre of the package model** is named Pattern, which contains classes to

capture information for pattern specification. The Taxonomy package that relates to

43 Norta et al. (2006), pp. 834-843.
* Ibid.
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Fig. 2, contained classes are capture information online-dating perspectives, e.g.,
benevolent dating patterns versus anti-patterns in the realm of cybersecurity scams.
Thus, this package contains classes that create a taxonomy into which patterns can
be embedded. The Support package encapsulates classes for managing information
about technologies that support patterns. Finally, the User Management package
captures information of different users of the pattern repository, e.g., administrator,
reviewer, pattern submitter and so on.

On the right side of Fig. 2, the core class of the Pattern package depicts the
equally named Pattern class. The attributes of this class comprise the description
template of a pattern specification. A pattern has a version and a meaningful name.
Furthermore, a pattern has an author and a creation date for every version. The
description of a pattern mentions the inherent pattern properties and describes their
relationships for which the metadata elements of Sect. 4.3 are relevant. Further-
more, the intuitive visualization contains a model to support the comprehensibility
of the pattern description. The context describes conflicting environmental objec-
tives and their constraints. The idea is that a pattern application in a context yields
in an alignment of objectives. The forces describe trade-offs, goals and constraints,
motivating factors and concerns for pattern application that may prevent reaching a
post-condition. Next, the context states a precondition that is the initial configura-
tion of a system before pattern application. On the other hand, the problem of a
pattern describes the scenario of pattern application. Finally, the resulting context
describes the post-condition with possible side effects of pattern application.

4.2.2 Pattern Specifications

The so-called set of warning flags in Sect. 2 we position into the taxonomy depicted
in Fig. 2 and also translate them as far as possible to pattern specifications in
adherence to the section above. The sequence of pattern specifications corresponds
to the listing sequence of the Sect. 2 warning flags, while Patterns 17 till 19 are
additions. In this initial specification of patterns, we omit giving intuitive
visualisations.

1. Pattern: (Name: Wrong social network) Version: 0.1 Author: Alex Norta
Date:

Description: The purpose of an online communication platform does not match
with the nature of interaction.

Example: On a professional networking website, one user indicates an intimate
attraction towards another user.

Forces: A purpose mismatch is undetectable because the semantic vocabulary for a
platform’s purpose and inappropriate communication does not cover the most
relevant terminology.

Context: Sincere users who network with professional objectives are caught off
guard by interactions with a romantic intent. The profile information is input to
develop a profile that allows for the development of a scam attack. A professional
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social media gives the scam attack an unusual cover as users are expected to behave
in a sincere and trustworthy way.

Problem: The semantic clarification of a communication platform’s purpose and
the content of user interaction must yield a mismatch.

Resulting context: A sincere user receives a warning that the content of an
interaction is a mismatch with the platform purpose.

2. Pattern: (Name: Geo-spatial connection) Version: 0.1 Author: Alex Norta
Date:

Description: A scammer indicates in a communication either a direct or transitive
location relationship with a sincere user.

Example: An Estonian user of a professional website who is sincere is connected
with a Latvian user and a scammer unjustifiably claims to know the latter person.
Forces: It is technically not possible to check the validity of geo-spatial claims.
Context: The scammer uses pretended or real-location familiarity to create relat-
edness with a sincere user.

Problem: The establishment of relationships between elements that comprise
geo-spatial information on a user profile fails to reveal false-related claims.
Resulting context: Invalid geo-spatial claims that do not match with the back-
ground of a scammer are established.

3. Pattern (Name: Fresh accounts) Version: 0.1 Author: Alex Norta & Anis Ben
Othman

Date:

Description: Within a short period of establishing a connection between a sincere
user and a scammer, the latter profile is deleted under which the initial communi-
cation establishment is accepted by the former.

Example: A LinkedIn scammer profile does not last long.

Forces: Either LinkedIn agents detect and delete the fake profiles or the scammer
wants to erase clues that would allow detecting the identity, e.g., through tracking
down the IP address.

Context: The scammer issues a profile with personal information that is either
partially or completely fake.

Problem: The scammer profile can’t be tracked back for a long period of time.
Resulting context: The profile deletion is performed, and it is not possible to trace
back by any means to the scammer’s information.

4. Pattern (Name: Affection declaration) Version: 0.1 Author: Alex Norta
Date:

Description: The scammer expresses in an untypically intense manner affection
towards the sincere user only a short time after the first online encounter.
Example: An intense declaration of eternal love for a counterparty is communi-
cated on a professional networking platform.

Forces: The scammer tries to emotionally capture the attacked potential victim.
Context: The connection between the sincere user and the scammer is established
and the latter still trusts the former.
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Problem: The emotional capture of the sincere user must happen without creating
an irreconcilable breach of trust in the scammer.

Resulting context: The sincere user continues the interaction with the scammer,
signalling that a critical level of trust is still intact.

5. Pattern (Name: No digital-footprint check) Version: 0.1 Author: Alex Norta
Date:

Description: A sincere user has a considerable digital footprint, while the scammer
appears to have no awareness.

Example: The sincere user is a prolific researcher with a very active professional
life that generates many online entries that are easily accessible.

Forces: The scammer is very time-pressed to carry out the attack since the low
success rate results in a low return on effort investment. Thus, the trade-off is not
feasible in terms of time budget investment for a deeper background check of the
sincere user.

Context: The considerable digital footprint of the sincere user is accessible with no
or very little effort.

Problem: The scammer must falsely pretend in the communication with the sincere
user to have a coherent and consistent awareness of a user’s digital footprint.
Resulting context: The sincere user does not perceive any mismatch of the claimed
awareness the scammer has, compared to the actually existing digital footprint. The
danger is that the scammer eventually fails to maintain this matching perception.
6. Pattern (Name: Insufficient digital footprint found) Version: 0.1 Author:
Alex Norta

Date:

Description: The sincere user checks the covert attacker, who does not yield a
sufficient online digital footprint about the latter party.

Example: An unassuming user of a professional networking site search engines a
counterparty and there is a lack of results that matches with the profile information
and occurred communication of the latter.

Forces: The sincere user has the goal to perform a larger background check with
third-party information sources.

Context: The counterparty of the sincere user operates in an environment and
carries out activities for which one can legitimately assume it generates a consid-
erable digital footprint.

Problem: The found background information is not properly presented and disam-
biguated. Thus, even when a large digital footprint exists, the detected information
drowns in noise, e.g., because the given name of the counterparty is very common.
Resulting context: The sincere user is able to filter through potential noise that an
automatic background from third-party source check reveals and can perform an
educated guess if the found information matches with the online profile and
communication content of the counterparty.
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7. Pattern (Name: Personal meeting refusal) Version: 0.1 Author: Alex Norta
Date:

Description: The scammer refuses a personal meeting following a period of online
communication.

Example: After declaring his love in a few days, the scammer later pulls back when
the sincere user starts making concrete plans for where and how to meet.

Forces: The sincere user wants to strengthen the bond and acquire more personal
information, which the scammer cannot allow as the inconsistencies with the fake
profile become apparent.

Context: The parties have communicated for a certain time and the sincere user
considers a meeting in person appropriate.

Problem: There must be a sufficient proximity between the parties and/or a
willingness to travel the distance for a personal meeting.

Resulting context: The scammer refuses the personal meeting without upsetting
the sincere user to the point where the communication reaches a terminal end.

8. Pattern (Name: Copy-pasted content) Version: 0.1 Author: Alex Norta
Date:

Description: The scammer saves time by communicated text that is not original
and taken from a third source.

Example: An affectionate letter is written in a style that does not match with the
communication so far, and the content is incoherent with the context.

Forces: The scammer attempts to further emotionally capture the sincere user with
additional effort without wanting to invest the time to produce coherent and original
content.

Context: The communication between parties is established with a sufficient trust
level.

Problem: The new target must capture the sincere user while the time budget for
content generation is very limited.

Resulting context: The scammer successfully uses copy-pasted content in a com-
munication without breaching a critical level of suspicion on the side of the
sincere user.

9. Pattern (Name: Lack of answer) Version: 0.1 Author: Alex Norta

Date:

Description: Critical questions posed by the sincere user are not answered by the
scammer.

Example: A counterparty claims to be a soldier who is posted in Afghanistan while
refusing to reveal details in answers to questions.

Forces: While the sincere user wants to collect deeper information of interest, the
scammer needs to cover up the inconsistencies between the profile and ongoing
communication.
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Context: Information gaps exist on the side of the sincere user that have not been
filled yet by the profile and ongoing information.

Problem: The questions posed by the scammer must be ignored or circumvented by
the scammer without creating suspicion.

Resulting context: The sincere user is distracted and led to other directions in the
communication without raising sufficient suspicion to running the danger of halting
the interaction permanently.

10. Pattern (Name: Factual incoherence) Version: 0.1 Author: Alex Norta
Date:

Description: The communicated facts contradict each other.

Example: A scammer mentions his daughter who turns 18 and studies medicine at
Oxford University. At that age, one cannot yet be a medical student apart from
exceptional circumstances, which presumably then would be mentioned.

Forces: The scammer must maintain many fake personalities as sincere users
require respective attack strategies, which are complex to manage coherently.
Context: An elaborate profile with fake data is the foundation for elaborate
communication.

Problem: With the assumption that many diverse fake profiles are managed, the
resulting complexity poses a challenge for remaining without contradictions and
inconsistencies.

Resulting context: The amount of contradictions and inconsistencies remain lim-
ited to the point where the sincere user maintains trust in the interaction.

11. Pattern (Name: Indecent content communication) Version: 0.1 Author:
Alex Norta

Date:

Description: The scammer communicates content of compromising nature to, or
from, the sincere user.

Example: The sincere user receives depictions of sexual nature per email.
Forces: The scammer attempts to harass or compromise the sincere user.
Context: The communication between the parties has been maintained for at least a
short period of time.

Problem: The scammer considers the sincere user sufficiently receptive for inde-
cent content.

Resulting context: The sincere user is receptive and/or not prudish enough to be
put off by the communicated indecent content.

12. Pattern (Name: Appeal to pity) Version: 0.1 Author: Alex Norta

Date:

Description: A scammer appeals to feelings of pity from the sincere user.
Example: A scammer claims to have a sick relative who requires urgent help and
action.

Forces: The scammer aims for enhanced emotional capture and blackmail.
Context: The sincere user has a sufficient degree of trust in the scammer.
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Problem: The scammer considers the sincere user sufficiently receptive for an
appeal to pity.
Resulting context: The sincere user feels sorry for the scammer.

13. Pattern (Name: Style and layout inconsistencies) Version: 0.1 Author:
Alex Norta

Date:

Description: This is a narrower version of earlier specified Pattern 8 about copy-
paste inconsistencies, limited to message style and layout.

14. Pattern (Name: Lack of gift) Version: 0.1 Author: Alex Norta

Date:

Description: The scammer fails to send a gift to the sincere user during the setup
phase of communication.

Example: The sincere user expects with no avail the delivery of a bouquet of
flowers.

Forces: The sincere user expects a reinforcement of the established affectionate
trust relationship, while the scammer considers a gift an excessive investment given
the low chance of return.

Context: The level of affectionate trust rises in the sincere user.

Problem: The scammer does not see evidence yet to successfully reach the goal of
the attack and assumes there is no return on the extra investment.

Resulting context: The sincere user continues the interaction despite the disap-
pointment of not receiving any gift.

15. Pattern (Name: False compensation promise) Version: 0.1 Author:
Alex Norta

Date:

Description: The scammer puts forward a promise of compensation for loaning an
artefact from the sincere user.

Example: The scammer requests money to be transferred to an offshore bank
account with the promise to pay it back in the future.

Forces: There is a rush on the side of the scammer to reach the objective of the
attack against the sincere user.

Context: The level of trust is estimated to be deep enough for the attacker to launch
the final stage of the attack.

Problem: The sincere user must be emotionally captured and/or distracted to the
point where the artefact is loaned to the scammer.

Resulting context: The sincere user is left in the belief that there will be a return
and/or compensation for the loaned out artefact.

16. Pattern (Name: Money transfer) Version: 0.1 Author: Alex Norta

Date:

Description: This pattern is a specialised version of Pattern 15 limited to a money
loan with or without the promise of return and/or compensation.
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17. Pattern (Name: Moving off-site) Version: 0.1 Author: Anis Ben Othman
Date:

Description: After establishing contact with the sincere user, the scammer requests
that the relationship move from the dating site to email and Instant Messenger.
Example: The fake relationship moves to including text messages and the tele-
phone or voice-to-Internet protocol (VoIP).*’

Forces: The scammer tries to avoid detection and deletion of his profile.
Context: The scammer makes sure to have a hold on the victim and no third party
can terminate the connection.

Problem: It is not possible to monitor scammer activity and behaviour on-site.
Resulting context: The scammer safely continues interaction with the sincere user
without the risk of being detected by the network agents.

18. Pattern (Name: Geo-location mismatch) Version: 0.1 Author:
Anis Ben Othman

Date:

Description: The IP from where the scammer is connected a mismatch with the
declared location.

Example: The American soldier serving in Afghanistan is connected from an
African country.

Forces: The scammer is lying about his location to build a legitimate story.
Context: The scammer makes sure to hide his real location using a proxy or via the
use of fast-flux service networks.*®

Problem: It cannot be identified if the scammer is using proxy to hide his real
network location.

Resulting context: The scammer safely continues interaction with the sincere user
without the risk of being exposed.

19. Pattern (Name: Native language) Version: 0.1 Author: Anis Ben Othman
Date:

Description: The scammer claims to be from a native-born specific country but
uses poor grammar indicative of a non-native speaker.

Example: The scammer claims to be a native-born American citizen but uses poor
grammar indicative of a non-native English speaker.

Forces: The scammer aims to gain trust by falsely claiming to originate from a
developed country.

Context: The scammer uses copy-pasted content and uses eloquent romantic
language that is plagiarised from the Internet.

Problem: A lack of language skills reveals the scammer to make a false origination
claim or the sincere user does not spot the poor grammar in messages.

45 Whitty (2012).
“6Konte et al. (2009), pp. 219-228.
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Resulting context: The scammer successfully uses plagiarised content in a com-
munication without breaching a critical level of suspicion on the side of the
sincere user.

4.2.3 Taxonomy Positioning of Patterns

While the patterns listed above all fall into the Fig. 1 lifecycle category of started
patterns, the remaining stages are not explored yet. Thus, there is a considerable
scope for future work to expand the set of pattern specifications. Additionally, the
patterns must be refined to the point where also suggestions for their detailed
technical realisations are given. For example, a pattern of an experienced scammer
during profile establishment may be to do so using a Tor Browser that anonymises
the communication to a social networking site through a so-called Onion Router*’
that obscures a user’s browsing location and also protects from network surveil-
lance and traffic analysis.

Patterns pertaining to the amount of criteria taken into account are also not
specified yet. As a rule of thumb, the more criteria a sincere user takes into account,
the more likely it is that comparing their coherence yields a degree of suspicion
when, for example, dates are out of the norm given the age of an individual that is
indicated in an online profile.

Halted patterns that lead to a resume of interaction after a certain period of time
are also not specified yet. We assume that such halts allow a scammer to assess the
communicated information for inconsistencies. It also is an opportunity to adjust
the attack strategy for achieving the goal of defrauding the sincere user more
effectively.

There are patterns missing that fit into the meeting stage of the lifecycle in Fig. 1.
For example, the body language used in a personal meeting may either enhance or
diminish the trust of the sincere user in the scammer. The latter may be nervous and
slip out incoherent information that conflicts with the online communication.
However, these are patterns that are not automatically detectable with means of
machine learning, unless in the very unlikely case at this point in time that the
sincere user attends the personal meeting with wearing augmented-reality glasses
that connect to highly sophisticated artificial intelligence software for the analysis
of the scammer’s body language.

Finally, also the ending and the failing of the dating-scam lifecycle requires
coverage with pattern specifications. When a scammer achieves his objectives,
either after intensified online communication or after a very successful personal
meeting, the lifecycle ends successfully from the perspective of anti-patterns. If the
sincere user becomes suspicious and the trust level in the counterparty collapses to
the point where the scammer cannot reach a fraud goal, then the lifecycle is failed.

“7 Domingo-Pascual et al. (2011).
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We next present a metamodel for capturing the knowledge required for machine-
learning-based online-fraud pattern detection.

4.3 A Metadata Model for Security Measures

The metadata model we derive from the legal context given in earlier legal sections.
A state-of-the-art formalisation means is to use the web ontology language OWL.*®
The latter is a representation language for specifying ontologies that are organised
in class hierarchies. Note that ontologies represent constantly evolving information
on the Internet originating from heterogeneous data sources.

The metamodel for this paper we design with the tool Protégé,*” which is a free,
open source ontology editor for systematic knowledge acquisition. The tools
comprise a graphic user interface and many plug-ins for different types of ontology
visualisation and correctness checks. For the latter, we employ the HermiT rea-
soner’” to check the ontology consistency, identify subsumption relationships
between classes and so on.

The OWL ontology that is the foundation for the metamodel is available for
online download, and Fig. 3 shows the class hierarchy of the current version. In a
technical sense, this HermiT-reasoner-checked ontology also serves as a script for a
metadatabase since it is possible to store so-called individual instances that can be
further read and updated. To do so, the simple protocol and RDF query language
SPARQL?! is available and reaching a suitable level of application maturity. The
main idea is to use the metamodel as a pool into which diverse social media may
share data for machine-learning-based automatic scam-detection systems.

Referring back to the class list in Fig. 3, the root of any OWL specification is
class Thing. Due to space limitation, we split the class hierarchy into four columns
and the descriptions of the respective classes follow next. An Address is a location
of a Role or an Agent that we explain in the sequel. An Address has so-called data
properties that are either private or professional of the range boolean. Thus, by
setting private and professional to either false or true, the status of an address
changes.

The class Agent with an online Profile is in commercial law a person with the
authorisation to act on behalf of another principal to create a legal relationship with
a third party. In software engineering, an agent> is a computer program that acts for
a human user or other software program. Action on behalf of another human or
artificial third party implies the authority to decide that a specific action is

* McGuinness and Van Harmelen (2004).
49 Musen (2015), pp. 4-12.

30 Horrocks et al. (2012).

5! Buil-Aranda et al. (2013), pp. 277-293.
52 Sterling and Taveter (2009).
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Fig. 3 The class hierarchy of the dating-scam ontology

appropriate. This dual meaning of an agent being a natural person or an artificial
artefact is reflected in the class hierarchy of the first column in Fig. 3.

The class Anthropomorphic Property gathers features of artificial agents that
resemble or are made to resemble human characteristics. The listed characteristics
cited as sub-classes in the first column of Fig. 3 are subsumed as BDI agents,”” i.e.,
believe, desire intention. This concept provides a separation of the activity of
selecting a plan from a library or an external planner application from the execution
of active plans. Consequently, it is possible to develop artificial agents that behave
as scammer bots>* who act like real humans towards a sincere dater.

An Assessment is performed of Benefit and Risk sets that are compared against
each other. Examples for Risk are Misuse or a Scam that links to Behaviour and
Information. Awareness exists of a specific Event by an Agent to a certain degree.
Class Behaviour has a sub-class Action that an Agent carries out. That Behaviour is
of concern for the law and may involve a Consequence in reality. The Context is
important for an Interaction and may involve some Offence that results from the use
of Information that is part of an online-dating Interaction. An Evaluation is
performed by an Agent and concerns an Interaction that unfolds. A Flag is raised
by an Agent for an Interaction with a Risk suspicion.

A Gift is offered by an Agent to another one who might accept it, or not. A Match
between a Gift and an Agent is established through Technology. The latter also
facilitates a Match of a Good, Money or a Service with either another Service or
Agent. A Group comprises an Agent set and may itself be part of a larger Group that
is part of an Organization. An Impact captures how an Agent is affected by a Threat
that leads to a Consequence that changes the Context.

The Information that flows between Agents can have sub-classes. Without
claiming completeness, we list several in the third column of Fig. 3 that a scammer
might consider for an attack. As a general rule, the more information from different
sources can be combined about a potential victim, the higher the chance is that a

33 Casali et al. (2011), pp. 1468-1478.
54Bose and Shin Kang (2013), pp. 1576-1589.
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scam attack succeeds. The Interaction in which Information exchange happens can
be of variations that either remain online or there is an agreement for a Meetup in
person. A Jurisdiction applies to a framework of specific Law that concerns the
Behaviour that an Agent may have an Obligation to display or not to display.

4.4 Ontological Graphs

The following graphs show subsets of the overall metamodel. Next, we populate
subsets of the metamodel with knowledge examples.

44.1 Class Law

Since the paper is about legal matters in online dating scams, Fig. 4 shows a graph
with class Law in the centre. The latter class addresses an Offence that happens in a
certain Context. Thus, preceding must be certain Behaviour that includes a set of
Action carried out by a human or artificial Agent. A specific Technology that
enforces an Obligation to enact Behaviour carries a Risk for scams, misuse and
so on. The Law enactment entails a Consequence set that affects a Context.

Example: An interaction between a sincere user and a scammer as agents
involves a sequence of behaviour with elementary sequences of actions that may
also run in parallel branches. We assume the dating platform has minimalistic
technological provisions for not permitting the use of certain indecent vocabulary.
Thus, when an action of a message sending comprises a word that is part of the set
of indecent vocabulary, a dedicated agent senses this incident and prompts a
message to the scammer with a warning, i.e., an obligation to behave within certain
limits is breached. Internally, the scam detection system increases the likelihood of
the risk that this particular interaction is a scam case.

Next, we assume a sequence of actions that results in the sincere user sending
money in good faith to a bank account under the control of the scammer. Thus, laws
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pertaining to theft are violated, which is clearly an offence against the sincere user
with the impact of a permanent monetary loss. We assume a different type of agent
automatically detects the IP address and additional personal data of the scammer
and automatically informs law enforcement in the detected location if the sincere
user agrees with this action.

4.4.2 Class Interaction

The graph in Fig. 5 has a focus on class Interaction involving Agents. A variation of
Interaction is Communication where different types of Information are involved.
Conforming to Fig. 1, Interaction can also be a personal Meetup or involve Money
that a scammer aims to acquire fraudulently. The Interaction may be subjectively
perceived as a Benefit, depending on an Agent’s requirements. However, an Eval-
uation may also yield a Risk for which a Flag is raised. Very common is also to
perform an Assessment between a Benefit and Risk set.

Example: A sincere user interacts with a scammer on a dating site, and a lot of
information exchange happens in the form of mostly text messages during an online
communication. We assume the sincere user sends mostly truthful information,
while the scammer faces the challenge that fake information in a communication
must remain consistent with an equally fake profile. A communication listener
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agent employs techniques of computational linguistics> that is an interdisciplinary
field concerned with the statistical or rule-based modelling of natural language from
a computational perspective. Thus, the listener agent detects that a personal meeting
suggestion is declined and also shortly after that, a request follows from the
scammer to transfer money for covering the journey expenses. A second type of
artificial agent evaluates the calculated benefits in an interaction based on some
statistical machine-learning assumptions against the calculated risk and determines
to flag the scammer while also sending a warning message to the sincere user.

4.4.3 Class Context

Class Context is the focus in Fig. 6. An Interaction falls into a Context that is driven
by Information. An Offence happens in a Context that a specific Law addresses. The
Behaviour of an Agent influences the Consequence the Law enforces. A Conse-
quence is influenced by the Behaviour, task-oriented Action and Impact of threats.
Example: The interacting sincere user and scammer have their own respective
contexts that expand based on information they communicate to multiple recipients.
Thus, the context is the organised form of information that reveals a larger user
profile. Since the interaction by individuals is governed in principle by a set of laws,
the larger user profiles may reveal offences against the law and can be flagged
accordingly. For example, it is universal that the law does not permit cases of theft
or harming a person. Such actions by a scammer have an impact on a sincere user
that trigger consequences. Since traditional law enforcement is a challenge in the
case of online-dating scams, an option could be to employ a form of cyber-
enforcement by configurable machine-learning-powered multi-agent systems.

55 Paris et al. (2013).
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4.44 Class Agent

Finally, we depict the focus of class Agent in Fig. 7 that reveals a very elaborate
context. Since we assume that a multi-agent system serves as a scam-warning
system, this central position in the metadata model is a logical consequence. Note
that an Agent individual may slip into multiple Role individuals and vice versa, at
specific points in time. Since scammer bots spread in use and are in essence
intelligent artificial agents posing as humans, they can adopt a set of so-called
Anthropomorphic Property instances, i.e. human-like behaviour displays. That is
certainly the case for earlier introduced BDI agents. The larger class context
depicted in Fig. 7 suggests that a dating-scam warning system comprises rather
diverse sets of agent flocks that are initiated and active every time an interaction
establishment occurs, and we list an example below.

Example: Some types of agents we already mentioned above. There is a com-
munication listener agent that checks messages with means of computational
linguistics for indecent terminology to trigger the flagging of a scammer. Another
agent type mentioned is for automatic location tracking of a scammer. We also
mentioned a pattern-detection agent that recognises the decline for personal meet-
ings and request for money transfer that leads to warning a sincere user and again
flagging a user.
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5 Concluding Remarks: The Next Steps

Law applies online as well as offline; this is true for national as well as international
laws. However, the online world has provided so many opportunities to act in a
manner where location does not matter. This leads to questions of jurisdiction and
especially to major problems of enforcement. If effective enforcement is nearly
enough impossible, the situation resembles that of no law existing. It is thus very
important to examine how criminal activities can be prevented as much as possible,
as the deterrent effect of criminals being afraid of getting caught is very small.

In the description of the scenario, we mentioned a large number of warning signs
that a vigilant user may detect. It may be tempting to presume that with so many
different “red flags”, any user would notice at least some of them and not let
themselves be trapped. However, the many instances of successful scams show
that these flags are far from universally successful. Thus, an agent who raises the
flags and will not permit himself to be overlooked or ignored may be what is
needed. The agent should be able to detect the various issues that give raise to
concern.

Even if the agent is automatic, it needs to be determined when he starts working.
Does the agent enter into operation and begin checking right from the beginning
when a new contact is made, or in an hour, or in a day? There may be many different
possible settings, and it needs to be determined who decides which settings to use.
The rules under which the agent operates are important so that it is clear when and
how it should work. For example, it is possible that the agent also has the role to
check the sites’ privacy policy and that it complies with data protection law and
policy. For this, it requires that the policy is formalised to the point of being
machine readable. If this is the case, one needs to determine what the added
value of the agent is in this context. It should be more than just to see if the site
makes some references to certain policy or ticks some other boxes. To be useful, the
agent should understand what is needed for any particular site, and if the policy is
not adequate it should be able to inform people not to deal with the site in question.
This must be human configured, e.g., by a cybersecurity expert. The agent auton-
omously evaluates the privacy policy.

We have explained above that it is difficult to imagine that the legal system can
take very forceful measures with the problems of detection and jurisdiction that are
typical for the cyberworld. At the same time, it is possible to obligate websites to
pay more attention to risks and take measures, like installing suitable technology. It
is known that companies are often neglecting to report data breaches and similar
acts. In general, we support to let the society regulate itself. The most appropriate
technology can be found by the various relevant sites. What is needed is a built-in
trust assurance mechanism through a fagade mechanism, using computational
language.

We foresee a meta-level platform outside of the relevant website itself, like a
facade, which shields or protects you from the “naked” site, like www.startpage.
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com—“The World’s most private search engine” which acts like a protective shield
in front of other search engines.
Thus, what are needed are

(1) a meta platform with tailor-made interfaces to sites’®;

(2) agents to support you in your choices, helping to direct you to where you want
to be;

(3) one agent per user that coordinates sub-agents, checks things and feeds back to
the master agent (e.g., checking privacy policy; scanning interaction between
parties; monitoring constantly for changes; like login, etc.; tracking key strokes;
checking what goes on at someone’s desktop; and so on). The agent will
periodically verify the automated login: if credentials are changed a lot.

It will be an important question what to build in to the website, what the tasks
and functions of the agent are. The system has to be easy with no or very few extra
steps to enable the agent to work, or people will not accept it and will actively look
for ways to disable the agent. To be effective, the agent needs to be tailor-made and
not operate on one standardised XML-based protocol.

Websites may feel that they should not have any additional responsibility as they
only offer the channel through which people can communicate as they wish.
Against this can be argued that there are analogies based on which more responsi-
bility can be put on the entity that provides the platform, which enables the public to
access messages. In media like broadcasting or printed media, it is a well-
established principle that the entity (and/or person) that is responsible for making
a message available to the audience bears responsibility for the message regardless
of whether it is created by that entity or by some other subject. This is shown in
relation to, for example, letters to the editor in newspapers, statements made in
direct broadcasting, phone-ins to radio or television, etc. It is expected of the media
outlet that they have a policy and a system through which they can ensure that no
illegal content is made available.

Relevant analogies can be found from the Internet area itself, on cases dealing
with intellectual property. There are a number of cases over the years on illegal use
of content protected by intellectual property, where the most interesting analogy is
with the Napster case from 2000 as Napster—contrary to later file-sharing cases—
kept the content on its server. As Napster knowingly hosted the service of uploads
and downloads through its central file-exchange server, it facilitated copyright
infringement.”’ Napster’s mistake was to manage data centrally. With modern
technology like BitTorrent, the data is replicated in a distributed way. Thus, once

36 The OWL ontology would be part of a metadatabase into which several sites can channel data so
that BDI agents can work with that metadata.

57 A&M Records, Inc. v. Napster, Inc., No. C99-05183 MHP, 2000 WL 573136 (W.D. Cal.); see
also Smith (2003), p. 5. The Digital Millennium Copyright Act, 17 U.S.C. § 512 et seq., was
enacted in response to concerns of online service providers, creating narrow safe harbours for
copyright liability. See Zimmerman (2004).

addi.rull@ttu.ee


http://www.startpage.com/

42 A. Norta et al.

the data is in the torrents, one would have to shut down the entire Internet to enforce
copyright laws.

There are cases from different jurisdictions that stipulate that it is possible to
take part in an action through omission. This could point to a responsibility for
websites that open up the possibility to defraud—provided a causal link can be
found between the website and the fraud. Although this may appear to be stretching
matters a bit far, if e.g. a dating website actively encourages people to share a lot of
information in order to meet suitable partners, the link may at least be strong
enough to be used as a basis for requiring mitigation measures by the website.
Cases about omission leading to, e.g., defamation that have been much quoted in
Internet-related cases include Byrne v. Deane (1937, UK)*® and Urbanchich v
Drummoyne Municipal Council (1991, Australia).59 These older offline cases
have been quoted in cases about online defamation such as Godfrey v. Demon
Internet Ltd. (1999, UK),°® Bunt v. Tilley (2006, UK)®' and ACCC v Allergy
Pathway Pty Ltd (No 2) (2011, Australia).®> What is essential is whether the
website in question knew of the defamatory material (regarding Internet: the post-
ings), had power to remove them and did not take any (or sufficient) steps to take
them down.

In any event, it is essential to determine how and when the agent is activated. For
the agent to be able to be effective, the checking should be a background that is
automatically activated upon entering a certain website. A link between law and
technology can be seen here as it is possible to regulate that agents must be
activated on certain websites. The compulsory agent could be coupled with a
function that makes it impossible to deactivate it. This is, however, impractical as
well as excessively coercive. To have effective sanctions, there needs to be some
form of monitoring of websites, which is not practical, given the general nature of
Internet regulation, so it is better if the use of agents like of any other helpful
technologies is done voluntarily by the websites or possibly monitored by a form of
self-regulatory system. The use and intensity of the agent should be voluntary and
the restrictiveness of the agent’s warnings be dynamically configurable by the user.
Otherwise, humans cease being in charge and become system slaves. As the agent
may slow down interactions, add costs and some complexity to the websites, it is
essential to consider what mechanisms are effective to make sure that agents are
used. It thus needs to be carefully considered how it can be encouraged to use agents
as the risk is that only the people with good awareness skills and an intellectual

38[1937] 1 KB 818.

39(1991) Aust. Tort Reports 81-127 (NSW SC).

60 Godfrey v. Demon Internet Limited [1999] EWHC QB 244 (26th March, 1999) http://www.
bailii.org/ew/cases/EWHC/QB/1999/244 html.

5! John Bunt v. David Tilley [2006] EWHC 07 [QB] http://www.bailii.org/ew/cases/EWHC/QB/
2006/407.html.

62 [2011] FCA 74. See http://www.liv.asn.au/Practice-Resources/Law-Institute-Journal/Archived-
Issues/L1J-August-2011/Beware-the-social-network.
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ability to be suspicious will use the agents—Ileaving the most vulnerable still just as
vulnerable.

There may thus be a need for incentives for companies to install the required
agents. One possibility is that the law stipulates that a company can avoid respon-
sibility for any fraud committed via its website if they have the technology
installed. This is not likely to be appreciated by service providers if the debate
around the ACTA is an appropriate analogy. The service providers disliked this
proposed legal act, as they did not want to be responsible for what people did using
their service. There will always be question of some users’ knowingly disabling
technology and this giving rise to questions of the best place for responsibility.
Most likely, a shared responsibility is the most appropriate.

In our modern communications space, new risks occur together with new
possibilities. Technology, as well as law, needs to act in a manner that is suitable
for the specific situations, neither over-complicating nor over-regulating.
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E-Citizenship Opportunities in the Changing
Technological Environment

Lehte Roots and Costica Dumbrava

Abstract This chapter analyses the change that info technology has and will make
to the concept of citizenship. E-citizenship can create new statuses, rights or
privileges that we have not had before. Nevertheless, all this creates several
challenges to be resolved: security and surveillance issues, residence and rights,
tax collection and many more.

The article first explains the concepts of citizenship that might be under further
pressure to be changed, the rethinking of rights and duties of the e-citizens and also
the identity of the e-citizens. It also explains the benefits of this new type of
citizenship that is emerging and developing. Finally, it is also shortly explained
how Estonian e-residency can be used as a model to create the European
e-citizenship model.

1 Introduction

The current chapter examines the implications of the Estonian e-residency initiative
on the concept and practice of EU citizenship. The central claim is that the
development of information and communications technologies (ICTs) changes
some concepts and practices of citizenship. Some issues of citizenship, such as
access to formal membership, the scope of rights or the link between citizenship and
identity, have long been debated. Recent technological changes provide new
impetus for revisiting key citizenship questions.
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E-citizenship and e-residency schemes replicate or create certain statuses, rights
and privileges and also transfer certain citizen practices from the physical space to
the electronic realm. In doing so, these schemes seem to challenge at least two
conventional assumptions about modern citizenship. Firstly, there is the assumption
that citizenship describes membership in a territorial political community where
access to rights and privileges depends heavily on physical residence. Secondly,
modern citizenship is also built on the idea that membership in a political commu-
nity is predefined by the existence of a shared national identity. It can be argued that
e-citizenship and e-residency could provide genuine opportunities for expanding
and enriching citizenship through widening access to rights, boosting citizen
participation and increasing political accountability. On the other hand,
e-citizenship and e-residency arrangements provide new tools for citizens’
surveillance.'

The concept of citizenship is commonly perceived as a combination of three
main elements: (1) a formal status of state membership, (2) a bundle of rights and
duties and (3) a major form of identity.” To this should be added the key dimensions
of political participation and citizenship practices.” This modern model of national
citizenship prescribes that citizens possess the legal status of nationality, enjoy and
make use of a set of rights, observe certain civic duties and develop and display a
sense of national identity. The model of national citizenship is problematic because
of its basic assumption of congruence between legal inclusion, political member-
ship and national identity.*

There are a series of key factors that contributed to the reassertion of citizenship
in recent decades. Firstly, the promises of social equality and welfare built into the
post-war model of social citizenship® have been compromised by the neoliberal
clamp down on the welfare state and by the economic realignment brought by
globalisation.® Secondly, theorists and advocates of marginalised groups have
denounced as deceitful and exclusionary a number of key assumptions of the liberal
model of citizenship (e.g., about the separation between the public and the private
sphere, about cultural neutrality and liberal assimilation).” Thirdly, new questions
about citizenship and inclusion have been generated by the arrival of great numbers
of international migrants in Western societies. E-citizenship at the EU level is one
of the models that can be used as a further integration measure for international
migrants.

EU citizenship has been criticized by scholars as being not effective enough.
There is little inclusion and not much democracy or participation in the creation of

! Lips (2006).

2 Joppke (2011), pp. 28-30.

3 Bosniak (2006), p. 162.

* Dumbrava (2014), p. 131.

5 Marshall (1965).

6 Sassen (1996).

7 See, for example, Kymlicka (1995) and Young (2000).
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the European identity. EU citizenship is based on the state citizenship and has
elements of legal inclusion, political membership and at the same time also national
identity. It has a formal status, contains bundle of rights and obligations but is lacking
form of identity that the general concept of citizenship includes. E-citizenship of the
European Union can create more inclusion and identity feelings.

The chapter is organised as follows: firstly, the chapter discusses the concept of
citizenship and the key links between citizenship, residence and identity; secondly,
it considers the ways in which technological changes trigger changes in the
conceptualisation and practices of citizenship; thirdly, the current Estonian scheme
of e-residency is explained and analysed; fourthly and lastly, the chapter dwells on
the implications of e-residency for the EU citizenship.

2 Citizenship and Technological Development

Technological development can develop the citizenship notion and also increase
the control over personal life, exercise of rights and obligations. Information and
communications technologies (ICTs) could provide new means for citizen engage-
ment and deliberation, such as e-voting platforms, e-government services, online
forums, focus groups, opinion polls, referendums and petitions.® ICTs can create “a
new environment for public communication which is interactive, relatively cheap to
enter, unconstrained by time or distance, and is inclusive”.’

By providing new channels for the dissemination and exchange of information,
the expression of opinions and preferences, the discussion of policy issues and
values, ICTs could enable citizens to develop the civic skills and attitudes that are
deemed essential for the well-functioning of democracy. The potentially inclusive
character of e-democracy raises hopes not only about the deepening of (national)
citizenship but also about the widening of citizenship in view of establishing global
citizenship.'® It is now conceivable that billions of people could be brought together
in a common global electronic space, where they could discuss global policy issues
and cast electronic votes if needed. Moreover, e-citizenship can also boost partic-
ipation in the economic sphere by widening access to services, increasing the speed
of interactions and reducing transaction costs (e.g., through opportunities for
signing documents digitally).

Despite advantages, e-citizenship initiatives raise a number of concerns. Firstly
is the unequal access to technology; e-initiatives may lead to distortions by deep-
ening the existing digital divide between “technologically abled” and “technolog-
ically disabled” citizens."" There is also evidence that digital divide tends to draw

8 Chadwick (2006).

° Coleman and Gotze (2001), p. 5.
19 Bentivegna (2006).

"'Van Dijk and Hacker (2003).
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upon and repeat pre-existing similar divisions based on race, ethnicity and class.'?
Secondly, apart from enabling citizens to access public services and to engage in a
potentially global public sphere, ICTs are used by states for increased and auto-
matic control of citizens and borders and to regain control over public agenda.'?
Technological development in the area of information and communication has
created new opportunities and challenges for the ways in which citizens practise
and experience democratic citizenship, and it provides states with additional means
to bolster citizens’ engagement, as well as to trace and control their electronic
actions. But there is one more aspect of citizenship that has been profoundly
affected by technological development, namely membership in the political com-
munity. The expanse of telecommunications, media and transportation technologies
propelled increased cross-border flows of people, goods and ideas. The unprece-
dented growth of int